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Abstract
Fields of modern science and engineering are in need of solving more and more complex numerical problems. The complexity of scientific software thereby rises continuously. This growth is caused by a number of changing requirements. Coupled phenomena gain importance and new technologies like computational-grids, graphical and heterogeneous multi-core processors have to be used to achieve high-performance.

The amount of additional complexity can not be handled by a small group of specialised scientists. The interdisciplinary nature of scientific software thereby presents new challenges for software engineering. A paradigm shift towards a stronger separation of concerns becomes necessary in the development of future scientific software.

The coupling of independently simulated physical phenomena is an important example for a software-engineering concern in the domain of computational science. In this context, different simulation-programs model only a part of a more complex coupled system. The present work gives overview on paradigms which aim at making software-development in computational sciences more reliable and less interdependent. A special focus is put on the development of coupled simulations.
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I have chosen this preface as space for a few personal words about this work.

As graduate in computer science and doctoral student in computational science, my goal with this literature review is generally to win overview and to find space for my scientific contribution.

I started the review with a consideration of component based software engineering (CBSE). The first part of this review therefore shortly presents the evolution of the metaphor, software-component, from the first ideas towards the modern view. Application of CBSE in computational science was thereby always in my mind. But when I reviewed material from computational sciences I realised that the understanding of programming is different compared to computer sciences. While object-oriented modelling is an old hat in software engineering, in computational science it lives in the shadow of procedural programming and is often (if at all) used as a programming technique rather than a modelling framework. Scientific software written in C++ is often called object oriented, only because the C compiler would not accept the code. Software engineering, engineering processes, separation of concerns and object oriented modelling are often understood as overhead.

During the review, I additionally became interested into generative programming, so I extended the programming chapter with a short consideration of this context. Generative programming is also related to CBSE, but with a more general definition of components, so the consideration made sense to me.

Beside CBSE another important area in computational sciences is parallel computing. Parallel computing was an important topic in my studies; I have chosen subjects like “parallel system architecture” and “parallel computing”. Just at the time, when I started the review, a new discussion on parallel programming emerged. This new wave of interest into parallel programming was excited by a paradigm shift of the semi-conductor industry, which shifted from an increase clockrate to a increase parallelism policy. The review also takes some hardware-details into account which help for a better understanding of the onging discussions.

To combine these interests with computational science is not the hardest job, because of the following reason. At the institute of scientific computing — my employer — software engineering has tradition, it originates a scientific software component framework, the Component Template Library (CTL), which is the first generative component framework. Rainer Niekamp, the master of the CTL, one day came to my office and remarked, that it might be interesting for me to consider coupled simulations. In this research, software engineering with CBSE and abstractions for parallel programming are of great interest. I followed his advise and from that day on, I started to work myself into this field with the goal of applying all the things I am interested in. It turned out, that coupled simulation is a field in computational science where indeed all of my interests may be of great use. Thank you Rainer.

Caused by Rainers advice, I started the third part of this review: coupled simulation.
Chapter 1

Introduction

In this introductory chapter, the three main topics Software Engineering in Computational Science, Grid Computing and Coupled Simulation will be shortly introduced to motivate their consideration in this text.

Software Engineering in Computational Science

*It is unworthy of excellent men to lose hours like slaves in the labor of calculation which could be relegated to anyone else if machines were used.*

**Gottfried Wilhelm von Leibnitz** (1646-1716)

General Remark

There are many different participants involved in the development of software which causes many different points of view on the same thing. The user of a software system is interested in usability, functionality and costs. A user does generally not think about implications of his needs. Software-architects see the customers requirements as the most critical part of the development and try to reduce degrees of freedom for the programmer. Programmers see technical problems and have to interact with the architect to find an adequate solution fulfilling the needs of the customer or scientific project. The customer-service of a commercial software-product only sees the problems which the customers have. The manager (or project-manager) is interested in the costs, which have to be reduced. The controlling sees the whole process and wants to optimise the quality of the product while reducing the costs. The list does not end here, but one can easily derive that there is much literature, many publications, and divorce opinions. In the development of non-commercial scientific software, all these aspects have to be managed without persons explicitly working for it. Often the project leader is user, software-architect, programmer, customer-service, manager and controller in one person, which hinders the application of many established approaches.

What is Different in Scientific Computing?

Today, computer simulation plays an important role in engineering and science. Scientific computing is an interdisciplinary field, where modelling of complex systems using numerical analysis and their efficient software implementation are important topics. Software for simulating complex phenomena has to be carefully designed to provide high-performance and suitable results in appropriate time. Often, special knowledge about hardware and software components has to be used to achieve this goal.

It is the combination of engineering, natural science, computer science and mathematics, making scientific computing a demanding field for all participating parties: Engineers contribute challenging applications and technical knowledge; physicists and other natural scientists contribute their models; mathematicians contribute numerical
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methods and algorithms for the simulation of complex processes; computer scientists contribute infrastructure, data structures, algorithms and last but not least, programming languages.

Many scientific and engineering disciplines have great advantages from using numerical models to simulate complex scenarios [Fox02]. The industry uses virtual prototypes e.g. to accelerate product development, to shorten design phases and to optimise products with respect to otherwise hardly observable phenomena like e.g. turbulence, material vibration, etc. Climate science use numerical models to predict weather or to understand its past.

This indicates that computational science is a field in which experts from different scientific domains have to work closely together to solve challenging problems. In this demanding field the challenge of solving complex computational problems is inherent and therefore the reason why scientists have to use state-of-the-art technology and methods from many scientific fields. In the development of interdisciplinary numerical simulation, each participating scientist is a specialist in a certain field of expertise. This makes it necessary to separate the responsibilities for parts of a scientific software-system. For this reason, software engineering techniques have to be applied to achieve a separation of concerns [DR09].

Component Based Software

The term software component was proclaimed at the first software engineering conference in 1968 [NR69] initiated by the NATO. The idea behind these components can be traced back to a paper about mass-produced software components, published by M.D. McIlroy [McI68] at that very NATO conference.

Today, component based software engineering (CBSE) is an established paradigm which gets evermore part of standard software development processes [CR06, CH01, EF03, Szy97]. CBSE promise to improve the modelling of complex distributed systems. Interesting goals of CBSE are separation of concerns, reuse of software artifacts and reliable conformance with requirements. These goals also count for the development of scientific applications. There are some component frameworks available for scientific purposes [Nie07a, KKPR01, AAae06, GAL+03] which were used in different scientific software applications [HM06, Mae06, Par06, Lae04, GAL+03].

Code-reuse influences virtually every stage of a software development process starting with the requirement analysis, ending with the runtime of the target system [CH01, CE00, BHB+03]. This review surveys the state-of-the-art in CBSE with scientific computing as domain for application.

Parallel, High-Performance and Grid Computing

Scientific computing is a field for application and development of parallel, high-performance software, since the challenge of solving complex numerical problems is inherent.

Parallel and High-Performance Computing

Complex computational problems have to be solved on powerful computers, which almost naturally provide parallel processing. Amdahl’s law for the speedup of parallel algorithms states:

\[ S = \frac{1}{(1 - P) + \frac{P}{N}} \]

Here the speedup \( S \) depends on \( P \), which is the proportion of workload which can be processed in parallel, and \( N \), which is number of parallel execution units. It is obvious that speedup is a very sensitive property\(^1\) and heavily requires optimisation. High-performance computing is the domain for techniques concerning optimal (parallel) processing. This makes parallel programming as well as high-performance computing important for computational sciences.

\(^1\)If \( P = 0.5 \) the maximum speedup can not exceed 2.
Grid Computing

The term *grid computing* was manifested for the first time in [FKT99] and proclaims an infrastructure for the transparent usage of computer resources, which are distributed in terms of organisation, institution, management and space. The vision of the grid is an infrastructure like the power grid which, in contrast, transparently serves computer resources instead of electric power. The metaphor highlights the importance of transparency since nobody who wants to use an electronic device has to know how — not to mention where — the electric energy is supplied. The user’s device only has to have a compatible plug.

This vision of a future computer-infrastructure has some hidden drawbacks, as it is not generally possible to hide communication-time, which plays an important role in distributed computing. Nevertheless, the vision of the grid attracts many scientists from many fields which expect it to be the future environment for managing computer resources [BKS05]. The served resources are often computational, but can equally well encompass storage, connectivity, data, sensors, actuators [Ce06].

Coupled Simulation

Many interesting areas of active research in many domains of engineering do not consider certain physical phenomena (like fluid- or structure-dynamics) separately, but in interaction. This research is motivated by a large set of possible applications; modern engineering often requires the consideration of coupled systems: optimise a turbine, reduce the fuel consumption of a vehicle, reduce in-vehicle vibration or sound generation, consider the stability of buildings in case of environmental disasters.

To support computer aided engineering in this fields, simulators for different phenomena, e.g. software from computational fluid dynamics (CFD) and software from computational solid dynamics (CSD) have to be coupled. Partitioned analysis therefore aims at reuse of available software for coupled simulation, which implies great challenges in software engineering.
Chapter 2

Software Reuse

The acts of the mind, wherein it exerts its power over its simple ideas, are chiefly these three: 1. Combining several simple ideas into one compound one, and thus all complex ideas are made. 2. The second is bringing two ideas, whether simple or complex, together, and setting them by one another, so as to take a view of them at once, without uniting them into one; by which way it gets all its ideas of relations. 3. The third is separating them from all other ideas that accompany them in their real existence; this is called abstraction: and thus all its general ideas are made.

JOHN LOCKE, AN ESSAY CONCERNING HUMAN UNDERSTANDING (1690)

2.1 Relation between Learning And Programming

Many different programming paradigms emerged since machines became programmable. The power of programming languages can be measured regarding the difficulty to express knowledge in terms of the language. Today programming languages are not just tools for implementing algorithms, but they play the important role of providing an interface between human understanding and machine processing. This reveals a challenge in language design: Programming languages have to be simple enough to be processable by a machine and expressive enough to be used by human.

The development of programming languages has started with technical languages, each specialised to a certain machine. It evolved to languages providing mathematical abstractions like functions and types; in this way, routines are coded directly into static procedures, without an interface-layer separating domain-terminology and processing.

Polymorphic-types later introduced support for hierarchical classification of types; related instances can be used transparently; procedures are orchestrated at execution-time (reducing the performance).

Parameterised-types allow to model hierarchy-free type-relations and functions; highly efficient compiler-optimised procedure-composition is provided. This is state of the art of high-performance programming today. The objective of the evolution of programming languages is to increase the expressiveness and efficiency of programming languages: say more with less words.

This creates new problems. An expert in a certain domain of expertise can not explain the same knowledge or ideas with the same words to different people. People knowing his terminology understand differently than others. An expert understands more with less words. New higher programming languages evolve, focussing on domain specific terminology and models.

The influence of this evolution can be seen in many areas of program development. In the beginning of programming the process of inventing a program was perceived as an art, it evolved to be a very technical task and today, gets separated into different problem domains:
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- The development of domain-specific languages by software engineers for providing generators for translating model descriptions to executable procedures.
- The use of domain-specific languages by domain experts to specify the procedure in a domain-specific way.

The goal which carries all these developments is the reusability of programs, to understand this is the goal of the first part of this report.

2.1.1 A Definition of Reuse

For understanding the difficulties of program-reuse, this section draws a parallel between reuse in our natural environment and reuse of computer-programs. Reusing existing concepts is an essential part of human creativity.

**Reuse as Cognitive Task**  Examples are ubiquitous in our experience and appear trivial:

- using a stone as knife
- using a knife as screwdriver
- using a chair as ladder
- making fire
- ...

All these points are examples for human creativity and instances of reuse. The ability of humans to observe, to abstract and to learn are ingredients required for these achievements. **Reuse** is not only the application of the same knowledge—in the same way—more than once\(^1\), but cognition is involved. An equivalence between a stone and a knife obviously implies cognition.

Reuse is strongly dependent on a context; if a child has learned how to turn on the light in a room by using a light switch, the reuse of the knowledge in another room requires abstraction from the known situation (or context), to make the general idea reusable in another context. **Abstraction** means therefore to identify and isolate a general idea from a set of specific realisations.

**The role of Language**  The mankind invented another important tool for transferring knowledge: language. If language is involved it is important to signify items using names. Concepts, processes, relations, problems or other entities have to be signified to be describable in language. In natural human language different classes of signifiers exist; nouns to donate concepts or verbs to name actions. These signifiers are used to describe relations in time and space, to describe interactions between entities and which ever; *you name it*.

**The role of artificial Languages**  Artificial languages have to be much simpler. Machines have to be able to interpret them using a finite (closed) set of interpretation rules. Programming languages provide naming of variables, memory, functions, classes, objects: items processors perform on. An important difference between natural languages and programming languages is therefore obvious:

- natural languages are used between cognitive individuals
- programming languages are used by cognitive individuals and interpreted systematically by a machine

Artificial languages are therefore not used to transfer knowledge\(^2\), but to describe processes using formal models.

\(^1\)This is the way in which machines solve problems
\(^2\)Computers (Machines) do not know anything.
Reuse of Computer Programs  The goal to make programs reusable is a *holy grail* of computer science and language design and does not come for free. As in our natural environment, reuse of programs is a cognitive task which requires an understanding of the item under consideration; its context requirements, its function and interface must be made *visible*. Reuse by third parties requires additionally a common terminology, consistant models and systematic (reproducible) implementations.

We will see in the next sections, that programming paradigms evolved along the road to more formalisation, context-modelling.

2.2  Reuse in Software Systems

It is caused by intuition, that reuse seems to be a rather trivial task; we reuse concepts in our daily life when we for instance use a knife as a screwdriver. The situation changes completely if we consider reuse of computer programs. The concepts, processes and models they implement are *coded* and relations between them are not explicitly observable. Often algorithms are interwoven with data-structures and sub-algorithms and interfaces between sub-systems are not defined, boundaries of sub-systems can not be identified which means that subsystems interfere. Every programmer has a different understanding of the problem under consideration and chooses different names for concepts, relations, processes and objects. Additionally, every programmer has a different idea of how to implement things, which language construct to use for solving a given technical problem. Understanding a program implemented by a foreigner is sometimes comparable to understanding the world view of that person.

Programming models reduce the degree of freedom of programmers and introduce a common proceeding in translating a given model-description into program-code. In the history of programming paradigms, many different programming models were invented. Programming models support software development by prescribing a common proceeding and terminology and therefore a common understanding of what a program is. Programming models use metaphors like *object* or *component* for describing abstract data-types to make programmers think in real world terms.

It is hard to give a closed definition of computer-programs. For decades programs were thought of as implementations of algorithms transforming a given input to an output. A modern view of computer programs has to deal with interprocess communication, human-machine interactivity, artificial intelligence, reactivity, which can not be formulated with a closed algorithmic view on programs [Weg97]. This rising requirements explain a manifold development in programming models and paradigms.

The following section summarises the main path of the evolution of programming paradigms. The focus is thereby put onto paradigms in computational science.

2.2.1  Implications of Reuse in Software Systems

Reuse of software does not have the trivial goal of saving time for reimplemention, which even turns out to be delusive. If assumptions on a program change, its code most likely needs to be reimplemented. Think of a highly optimised program which is written in a non-portable assembler language. The attempt to reuse this code on another platform may enforce the use of an emulator to interpret the code which is far from being optimised. Reimplementation would be the only meaningful action; here not the code, but the algorithm would be reused.

Instead, reusing software and developing software for reuse focuses on:

- **quality enhancements** reused software is tested (by use) [Beh00, Cou98]
- **amount of maintenance** components can be maintained independently [Beh00] even by third parties [Szy97]
- **separation of concerns** especially interesting for scientific software [KKPR01]
- **parallel developments** multiple projects reuse the same component [Beh00]
product development costs components must not be reinvented [Beh00, Gri98, Szy97, Cou98]
commercial components can be sold independently [Szy97].

2.3 The long rocky Road to Software Reuse

Modern software systems implement different functionality; graphical user interfaces (GUI), program execution environments like operating systems, numerical simulations, office applications or video games. All these software systems have in common, that they are realised with the help of algorithms which are recipes to produce predefined output from given input.

To reuse software is a very fundamental idea. The development of reusable algorithms started with the development of assembler languages, which made machine commands human readable. Later programming paradigms became more abstract from the machines, and compilers had to be used to transform more abstract statements into executable machine programs. This approach made it possible to write programs in a more abstract way, hiding the instruction encoding. These higher programming languages provide predefined structures for general purpose programming tasks; for example loops or parametrised subprograms are provided. The introduced abstractions hide technical details as register allocation, naming and jumps in the program sequence. Abstractions make programming less error prone and the resulting programs better understandable.

The introduction of support for explicit interfaces into several programming languages extended the possibility of making subsystems exchangeable (for a discussion of this aspect see [Cou98]). A superordinate concept is programming with language independent components, provided by software component frameworks (see [Szy97]). These black-box paradigms support a functional decomposition of complex systems into independent subsystems. It is applicable if considered subsystems deal with a certain functional task, for which a specific common interface can be defined for a class of subsystems.

An interface for making a software subsystem reusable can only be defined, if it does not need to be changed to provide full functionality in different contexts; the interface of a subsystem to its environment has to be constant. To efficiently compose software from black-boxes, a point of minimal effort in composition energy must be found3. If a program provides functionality which varies in a functional sense, a constant interface can often not be found and a black-box view on the software can therefore not be provided. Reusing such codes in a classical programming language with its focus put on functional system composition is most likely inefficient or not maintainable; the code has to be reimplemented.

This part of the text focusses on the discussion of various programming paradigms and gives an outlook to non-classical programming.

2.3.1 Overview: Approaches to Reuse

The book [Beh00] proposes a classification scheme for approaches to reuse, which is depicted in figure 2.1. The scheme considers four categories of aspects; the goal of, the proceeding in, the subject of and the generality of approaches to software reuse. Which are summarised in the following.

Goals of a Reuse Approach Goals of approaches to reuse can be categorised in aims at development with software reuse and development for software reuse. Approaches to development with reuse focus on development of new software with reuse of already available software. In contrast, approaches to development for reuse focus on development of software (sub-)systems for reuse in other applications. Both approaches should not be viewed independently but the goals are distinct.

3Here energy means communication, programming and computational overhead.
Proceeding in a Reuse Approach  There are two different proceedings which can be used in software-development with focus on reuse. One proceeding is based on software components which are independent functional entities being used in composition and the other proceeding (re-)uses generators which generate code from special model descriptions; in this case the model and the code generators are reused. Generative programming is reviewed in chapter 2.3.3 and proceedings of composition are reviewed in chapter 2.3.2.

Subject of a Reuse Approach  Approaches to reuse can aim at software products or on its development process and can thereby focus on concrete implementations or abstract patterns. The focused subjects can be fine up to coarse grained.

Generality of a Reuse Approach  On one hand approaches to reuse can focus on a special application domain (e.g. [Ber00]) or they can be domain independent (e.g. CORBA, CCA, CTL,...); they can also be programming language independent (e.g. Pattern [GHJV95]) or dependent (e.g. Java Packages [AGH00]) or they can enforce a special programming paradigm (e.g. Component paradigm in chapter 2.3.2.5 on page 18).

2.3.2 Software Paradigms

Reuse is a topic in software engineering since a NATO conference in 1968 [McI68]. At this time M. D. McIlroy formulated the idea of reusing software with a metaphor on integrated circuits which were at this time already subject to reuse. The idea evolved over proximate decades into applicable solutions for the problem of software reuse.

Each new programming paradigm proposed new concepts on how a software system can be modelled and understood. The book [Cou98] gives an overview on the realisations of reuse in different programming languages, but the story of the book ends with object oriented programming. Object oriented languages (e.g. Eiffel\(^4\)) in fact implement the concept of logical separation of subsystems by interfaces. Nowadays approaches to reuse go beyond this aspects supporting distribution of subsystems, providing a high degree of transparency and language independence, platform independence and interoperability [KKPR01, Szy97, AAae06, Gri98].

2.3.2.1 Categories of Classification

Sometimes the question of which programming paradigm is good and which not appears to be more a religious question of belief than a question of judgeable facts. Programming paradigms are abstract constructs and their

\(^4\)In the book [Cou98], Eiffel gets a score of 60 of 60 points for reuse
implementation in programming languages, compilers, interpreters and supporting environments are manifold. From theory of computer science we know that the set of computable functions is covered by each of the presented paradigms, they are in that sense equivalent.

The comparison presented here is based on selected aspects being important for programming paradigms in computational science. The most important are support for parallelisation, high-performance and maintainability. Other aspects like supported granularity for separable artefacts, the degree of coupling between subsystems, degree of transparency and support for optimisation as well as intrinsic problems in reuse are secondary aspects. All these aspects are separately discussed for each paradigm in the following. We consider at first functional programming, then procedural, object oriented and finally component based programming.

Some of the aspects like the possibility to parallelisation can not be judged without considering concrete frameworks. At that points the text leaves the abstract level and considers examples.

2.3.2.2 Functional Programming

A function is a mapping of a tuple of input parameters to exactly one unique result. A fundamental concept in functional programming is recursion [AS96]. Functional programming (FP) is a domain for application of so-called divide-and-conquer (D&C) algorithms, which can be easily implemented with the help of recursion. D&C algorithms exploit that big problems can be often decomposed into smaller ones which can then be independently solved by recursively decomposing the problem again. Mergesort is a good example [CLR00], since it demonstrates the potential of recursive algorithms which can be processed in parallel in a very natural way. Reuse within the boundaries of a single functional programming framework is generally not problematic; the paradigm enforces functions to have no side effects. This implies that no global variables can be defined and the context of a function is always completely given through its parameters. All variables of a process are therefor provided by parameters of the function. Reuse of code written in one of the available functional programming languages in another language environments is supported, if the provided framework allows to generate code in a machine near language like C.

It is possible to follow the functional programming paradigm in programming languages which are not purely functional like C or C++; even in object oriented code using so-called function objects or functors [Ale01].

Support for Parallelisation Modern functional programming language like Haskell [CLJ+07] implement pure functions only. Pure functions are defined to have no side effects and are therefore nice to use for parallelisation, since they are thread-safe\(^5\) by nature. This property of Haskell is used in [CLJ+07] to demonstrate automated code-parallelisation. An assumption of the presented approach is that it requires homogeneous processors to work properly, and the problem has to be reducible in the sense of divide and conquer.

A skeleton based approach to parallelisation presented in [DFH+93]. Each skeleton provides an template for a certain communication and parallelisation pattern.

Performance Theory gives no difference in performance between functional programming and any other programming paradigm. Applications show (e.g. [CLJ+07]) that code written in a procedural programming language is often faster. This may be caused by the fact, that compilers for procedural and object-oriented languages are highly optimised even by vendors of processors. Procedural languages as FORTRAN or C/C++ are more relevant in practise, which makes it attractive for commercial companies to focus on that languages and provide powerful compilers. Approaches like [CLJ+07] show the potential power of functional languages in the context of high-performance computing and modern multi-core-architectures [ABC+06].

\(^5\)A piece of code is thread-safe if it functions correctly during simultaneous execution by multiple threads.
Granularity  Functional Programming is fine grained, it is possible and absolutely reasonable to define a function which only executes one operation (see listing 2.1). Compilers can inline the operation to make the explicit definition invisible in further optimisations, but this proceeding is not applicable in recursive functions which can not be inlined.

```
inline double add(const double& a, const double& b) {
  return a+b;
}
```

Listing 2.1: Granularity in Functional Programming – C++

Coarse grained systems are a weakness of pure-functional programming. The paradigm enforces functions to have no state which implies that their complete context has to be passed as its arguments. This again implies that the number of arguments to functions tends to be large.

Strength of Coupling  Loose coupling of subsystems can be achieved by consequently avoiding definition of stateful functions; this is enforced in many functional programming languages. The avoidance of stateful functions can cause performance issues especially in distributed systems, because old states have to be recomunicated to emulate a stateful function. Modern functional languages like Haskell exclusively implement pure-functions and function forward declarations which provides the essential techniques for proper decoupling of codes.

The code in listing 2.2 shows a recursive implementation of the function $f(n) = 2^n$ for given $n$. The MIT-Scheme development environment allows this code to be compiled and reused. In some functional programming languages it is possible to define global variables which may cause problems concerning autonomy of code. This is especially an issue if colliding variable names occur; it also contradicts the principle of locality [Rus04] which guards efficient orchestration of subsystems and high performance. The definition of global state variables is more exotic to functional programming and we do not take this into account in the summary.

```
;; This function computes $2^n$ recursively
(define (power2 n)
  (if (= n 0) 1
   (* 2 (power2 (- n 1)))))
```

Listing 2.2: Granularity in Functional Programming – Scheme

Maintainability  Modern functional languages like Haskell support software developers in producing well maintainable code by enforcing pure-functions. An issue is that coarse grained systems tend to have long function signatures which are hard to handle.

Transparency  Functional programming incorporates a stack based processing model which is today implemented on top of the processor architecture of current processors, which have von-Neumann architecture. This abstraction from the hardware implies that technical details of current machine architectures are hidden. This makes functional programming highly transparent.

Support for Optimisation and Customisation  The more transparent software development is with respect to the executing machine, the less can be optimised by programmers; developers dependent therefore on good compilers and runtime-environments. Optimisations like proper tail recursions in functional languages reduce the natural overhead of recursions [Cli98]. The result is that memory consumption or processor cycles of a program can hardly be influenced by the programmer; high-performance computing is not the focus of any current functional language environment.
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Problems in Reuse  Most functional programing languages and environments do not support code reuse explicitly.

- most functional languages are not standardised\(^6\)
- side effects / global state may be allowed and used
- functional programming is not intuitive for none specialists
- interoperability with other languages is not addressed
  some languages are only interpreted not compiled

2.3.2.3 Procedural Programming

Procedural or imperative programming incorporates an algorithmic thinking. The computer processor’s own languages – machine code – is procedural. The translation of procedural high-level code into machine code is more straight-forward which allows algorithms to be translated into efficient executables.

Procedural programming is often used as a synonym for imperative programming (commanding the steps to reach a desired state), but can also refer to the procedural programming paradigm which is based on the concept of procedure calls. Procedures, also known as routines, subroutines, methods, or functions simply contain a series of steps to be carried out. Any given procedure might be called at any point in a program, including by other procedures or (often\(^7\)) itself.

In contrast to functional programming, procedural programming emphasise changes in program state and not application of functions [Hug89]. This indicates a more technical view onto algorithms. A procedural program is constructed from consecutive instructions which are executed in given order. The concept of recursion in functional programming is often replaced by loop constructs which often provide a better performance.

Support for Parallelisation  Parallelising procedural code is most often done using two different technologies:

OpenMP is only available for shared memory SMP systems [Boa05]

MPI targets both shared and distributed memory architectures [Kal98]

OpenMP is a tool provided by compilers for the languages C,C++ and FORTRAN. It supports programmers in writing thread-parallel programs by providing compiler commands to simplify thread based parallel programming. An OpenMP aware compiler can parallelise canonically coded loops into multiple program-threads. The programmer controls this automated process with the help of pragma-annotations in the source code like demonstrated in listing 2.3.

```
#pragma omp parallel for
for(int i=1;i<vectorA.length();i++)
{
}
```

Listing 2.3: OpenMP parallel for construct

Code with complicated loop structure can not be automatically parallelised and has to be managed manually with help of the OpenMP-API [Boa05]. OpenMP does not address distributed memory architectures.

The Message Passing Interface (MPI) provides another methodology to program in parallel. MPI is based on a procedural view on communication and is most often used for parallelisation of procedural, especially computa-

\(^6\)Though semantics of language constructs are often completely defined in functional languages, syntax varies in many dialects (e.g. Common Lisp, Scheme, Emacs Lisp are all dialects of Lisp with different syntax); other Languages like e.g. Haskell are standardised.

\(^7\)Recursion is not supported in the FORTRAN77 programming language.
tional code. MPI is in a sense very low level parallel programming; programmers control the packaging of data and synchronise parallel processes using explicit synchronisation calls.

MPI has a large community in high performance computing (HPC); users in this field prefer manual handling of communication and synchronisation, because any optimisation trick is applicable.

In the MPI metaphor, communication is modelled as a part of the considered parallel algorithm. This is a big disadvantage of message passing methodology, because algorithmic code has to be interwoven with communication-code. A global view onto the state of a distributed program can therefore not be provided, which causes debugging problems [SGK07]. It is thereby almost impossible to exchange parts of a parallel MPI program without knowing details of it and its implicitly defined protocol.

State of the art MPI implementations address both shared and distributed memory architectures in a transparent way.

**Performance** Procedural/imperative-programming employ a state-oriented view on algorithms. This view allows a one-to-one translation to machine programs and often results in high-performance. From that reason procedural languages are very popular in high-performance computing and embedded system programming. A disadvantage of this view with a low level of abstraction is a worse code-efficiency in terms of code-metrics [Tha00] which results in high cost of system-development.

**Granularity** Procedural programming supports a broad spectrum from fine to medium grained systems. It is possible and absolutely reasonable to define a procedure which only executes one arithmetic operation. The compiler can inline the called code to make the definition invisible in further optimisation steps.

As in many paradigms, so-called modules can be introduced to increase a separation of subsystems. A software-module is an entity that groups a set of (typically cohesive) subroutines and data structures. Modules can be compiled separately, which makes them in a sense reusable and allows multiple programmers to work on different modules simultaneously. Modules provide modularity and encapsulation, which can make complex programs easier to understand. A separation between interface and implementation is also provided. This makes modules a predecessor of modern component based programming. Components additionally support the distribution of modules.

**Strength of Coupling** Coupling in procedural code is in general strong; there is no standardised way to make context assumptions explicit. Reusability of procedural code is therefore hard to guarantee. Coupled codes can mutually depend on each others symbols which allows arbitrary strong coupling of subsystems.

Software modules allow to implement technically decoupled subsystems, but there is no guarantee that implicit (hidden) assumptions avoid module exchange [Szy97]. This hidden assumptions are made explicit in analysis and design phases of object oriented software-development processes and are forbidden in any component based approach. Furthermore, module interfaces are only syntactical definitions, they do not reveal semantic of a module i.e. modules can implement an arithmetic subtraction in a procedure named 'add'.

**Maintainability** Procedural code tends to be unstructured. It is often talked down to be spaghetti-code which metaphorically describes that algorithmic code is interwoven with code for data-structures, communication, persistence, and other aspects. A separation of code by introducing explicit interfaces introduces a better separation of concerns [KKPR01], but the application of such approach is not obligatory. The approach in [KKPR01] is optimistic, when the phase of integration of independently developed subsystems is not taken into account and semantics of subsystems are completely ignored.
Transparency  Procedure overloading and the definition of identically named functions with different arguments is not supported in the most important procedural languages: C and FORTRAN. Because of missing polymorphic calls, transparency is generally low.

Language extensions like OpenMP provide high transparency with respect to parallelisation, since parallel and sequential code look the same.

Support for Optimisation and Customisation  Compilers for C and FORTRAN are highly optimised, but complex applications especially with complex data structures need to be carefully designed to provide good performance [Kal98]. Highly optimised data-structures are often interweaved with algorithmic code which makes them hard to reuse. Algorithmic optimisation on level of modules is only possible by binding interfaces to different module implementation.

Problems in Reuse  In procedural programming reuse is based on modularisation. Modules are not defined to be context independent and there is no semantic model to guard semantics of a module, therefore different implementations can not be described in a exchangeable way. The problem of colliding symbol names is also not solved [Cou98].

2.3.2.3.1 Example: FORTRAN  A literature review on reusable scientific software would be useless if it would neglect FORTRAN (an acronym derived from The IBM Mathematical Formula Translating System) as the oldest currently used programming language [ASS85]. It is the most popular programming language in the field of computational science especially high performance computing [Kal98]. FORTRAN is a procedural programming language which was originally developed by IBM in the 1950s for scientific and engineering applications. With introduction of the new Standard FORTRAN 2003 object oriented concepts are introduced into the standard, but there are few compilers available, which implement the standard [WG06]. Object oriented concepts advance code encapsulation and therefore reusability of code [Cou98].

There is a big scientific community which uses FORTRAN for software development. There are stable versions of compilers available for each relevant platform and the basic language is stably specified since decades, compilers are powerful and allow their users to implement programs with high performance [Kal98].

FORTRAN provides a simple procedural programming style and does not enforce any methodology to make code maintainable. The focus of the language is on computational application. The productivity of programmers in writing and maintaining complex FORTRAN applications is very problematic. It is bounded to a few lines of code a day [PT97]. To be honest; it is easy to write arbitrarily bad code in any programming language, but FORTRAN almost enforces that. Code written in old FORTRAN derivatives like FORTRAN77 is most likely to be not reusable in other contexts than the original; modern derivatives of the language allow definition of explicit interfaces and other modern techniques to enforce better code, but things like that are not enforced.

Reuse in FORTRAN  Reuse in FORTRAN is limited to reuse of libraries which can be seen as a kind of module. The difference between a module and a library is, that all symbols of library are globally defined while symbols in a module are localised [Cou98]. This library based reuse has some issues, since globally defined symbols can easily collide. For example a constant definition \( \pi = 3.14159265358979 \) in a library can easily collide with a less precise \( \pi = 3.14 \) definition of another library, which may cause serious problems and useless debugging.

This fundamental issues bring reuse-supporting environments like the Common Component Architecture (CCA) or the Component Template Library (CTL) into play. From the point of view of a FORTRAN developer, these frameworks fix the discussed issues by introducing a new but highly transparent abstraction layer encapsulating
Figure 2.2: The plot shows the execution-time of differently implemented matrix-vector-multiplications with respect to problem size (matrix dimension). In the FORTRAN (GNU Fortran 4.3.3) implementation the operation is implemented directly within the main-function — a feature of bad spaghetti-code. In the C (GNU g++ 4.3.3) implementation it is implemented using a function. In comparison to JAVA (Java HotSpot(TM) 64-Bit Server VM, build 1.6.0_12-b04), both C and FORTRAN provide high-performance.

```c
void matrix_multiplication(const double* a, const double* x, double* b, int n) {
    for (int i = 0; i < n; i++) {
        b[i] = 0.;
        for (int j = 0; j < n; j++)
            b[i] += a[i+j*n] * x[j];
    }
}
```

Figure 2.3: Benchmark result from figure 2.2 are made with the above codes. C code for matrix-vector multiplication on the left, FORTRAN code on the right.

given implementations behind an explicit interface. On the other hand does this technology introduce the possibility to use complex (polymorphic) infrastructure services like global arrays [NHK+], network weather service [WSH99], database connections [NKcS03] or resource management [Jü06] in standard FORTRAN code.

FORTRAN Performance One myth concerning FORTRAN is that programs written in this language are faster than others. For this review I decided to consider some examples to get my own experience on this fact. Figure 2.2 shows some benchmarking results made with the code listed in listings 2.3. Other results show C faster than FORTRAN, but benchmarking is a hard business and results are sensitive to small changes, so we present only comparison of two identical trivial loops.

2.3.2.4 Object Oriented Programming

Object oriented programming (OOP) allows to implement polymorphic user-defined types. Instances of these types are called objects and can be handled like ordinary data-types (as e.g. int, double,...). Object oriented programming is derived from the mathematical concept of abstract data types\(^\text{10}\) [Goo00, Goo01].

A class defines the properties (also called fields) of its objects, as well as methods. Methods are functions which operate on an objects properties, potentially changing its state. The state of an object is represented by the values of its properties. When OOP started to become popular, the challenge of software reuse was thought to be solved

\(^9\)It is ubiquitous in literature on computational science.
\(^{10}\)or abstract algebra on the set of object-states
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[Cou98], since a class can be seen as an interface definition for its instances. The past has shown that this hope was not fulfilled by OOP. In addition to the basic features of OOP, it is important to make contexts explicit [Szy97] and separate interfaces from implementations [Cou98]. The book [Cou98] from 1998 lets the story of reuse end with OOP, without recognising challenges at all.

The Object Management Group (OMG) has been founded to solve problems related to distribution of objects over machines and specified the Common Object Request Broker Architecture (CORBA) [TvS03] which provides a distributed object model. CORBA is often stated to be a component model [Gri98], but the OMG describes CORBA as a solution for the problem of distributing objects\textsuperscript{11}.

**Support for Parallelisation** An object hides its state information behind the interface of its class definition. Invoking a method on an object is equivalent to sending a message to the object, which makes it intuitively easy to distribute OO systems. For technical realisation of a distributed object system many different solutions are available, most of them are for the popular object oriented programming environment and language JAVA [AGH00]. Java has a bad reputation with respect to performance for computation-intensive tasks [Spw]\textsuperscript{12}.

JAVA provides intrinsic support for implementing thread parallel object-oriented systems [AGH00]. In C++, language extensions like CTL [Nie07a], or the previously discussed solutions for procedural programming have to be used.

JAVA also provides intrinsic support for implementing distributed object-oriented systems (JAVA-RMI), but the solution is not interoperable with other programming languages. CORBA and CTL provide frameworks for interoperable distributed systems.

Transparent compiler based automated parallelisation with OpenMP is available for C++ as in FORTRAN and C.

For implementing parallel algorithms, skeleton based approaches are available [KS05], which are comparable to the approach described in [CLJ+07] (has been discussed previously). The survey paper [Kal98] also mentions further examples like pC++\textsuperscript{13}, POOMA\textsuperscript{14}, Charm++\textsuperscript{15}. Charm++ seems to be currently relevant and there is a large number of further examples of parallel OOP programming environments\textsuperscript{16}. Charm++ has been casually picked as an interesting example:

\begin{quote}
A Charm++ program is structurally similar to a C++ program. There are five disjoint categories of objects (classes) in Charm++:
\begin{itemize}
  \item Sequential objects: as in C++
  \item Chares (concurrent objects)
  \item Chare Groups (a form of replicated objects)
  \item Chare Arrays (an indexed collection of chares)
  \item Messages (communication objects)
\end{itemize}

The user’s code is written in C++ and interfaces with the Charm++ system as if it were a library containing base classes, functions, etc. A translator is used to generate the special code needed to handle Charm++ constructs. This translator generates C++ code that needs to be compiled with the user’s code.

**THE CHARM++ PROGRAMMING LANGUAGE MANUAL [PAR]**
\end{quote}

**Granularity** Object oriented programming has a broad spectrum of supported granularity. Fine grained systems are in the same way possible as in procedural programming, by using inlining. Coarser granularity is given, when

\textsuperscript{11}The CORBA Component Model CCM defines a component model on top of CORBA, adding object life-cycle management and further features.

\textsuperscript{12}But results are getting better and [JN04] predicts a break even point of JAVA’s performance compared to C performance, though our own benchmark results with a state-of-the-art JAVA environment can not confirm this.

\textsuperscript{13}Source on \url{http://www.extreme.indiana.edu/sage} was last time updated on 09/13/1994.

\textsuperscript{14}Source on \url{http://www.nongnu.org/freepooma} was last time updated on 10-Dec-2004, but seems to be a stable release (2.4.1)

\textsuperscript{15}active project with successful projects based on it.

\textsuperscript{16}[MSM05] lists 218 examples of partly OO environments on page 14.
working with class hierarchies. Some environments as JAVA support a coarser level of granularity by providing the concept of explicit interfaces and interface inheritance. Therefore a separation of interfaces from implementations is introduced on code-level [AGH00]. C++ does not provide this feature out of the box; again extensions have to be used (CTL,CORBA,...).

**Strength of Coupling** A broad spectrum of possibilities for coupling is supported. Reuse of a class in general is not trivial, since implicit assumptions in its code can make reuse impossible. Definitions of pre- and postconditions for each method and method-invocation-protocols reduce these context-dependencies [WK03, ZS06, Som04]. These approaches are already termed to be in the context of software components, OOP and component-based approaches are therefore strongly related.

A class is a autonomous subsystem of a software system, but classes do not need to be modelled independently. A class can be strongly dependent on the behaviour of other classes in a system. That is the reason why class-reuse is often termed white-boxes reuse. Classes in a complex OO system can be defined to be dependent properties of other classes they are related to. This can lead to serious reuse issues making classes strongly dependent [Cou98, Szy97].

**Maintainability** Code-reuse is intrinsically supported in object oriented programming by the concept of inheritance. A dilemma of OOP is, that using these concepts does not mean that the resulting codes are better reusable. If inheritance is used excessively, it makes maintenance hard, since a change in a base class implies changes in its derived classes. If a class hierarchy is badly designed this may cause big problems.

**Transparency** OO supports intrinsically a transparent way of exchanging type-implementations. A derived class can be used as an implementation of any of its base classes. This achieves a fairly high degree of transparency, but it also encourages programmers to create complex strongly coupled systems, which can hardly be understood [Szy97].

**Support for Optimisation and Customisation** Generally, optimisation in OO-systems is limited to the inner of a class. Compilers are not able to inline code needing to support polymorphism since this property would vanish otherwise. The support for optimisations inside a class is comparable to possibilities provided by procedural languages. Benchmarks with an object-aware FORTRAN using differently structured code results in ambiguous benchmark results [QRH].

**Problems in Reuse** Reusable object-oriented code can be realised by so-called OO-frameworks focusing on a special domain of application. A code framework contains a class model representation of (all) important entities which are concerned in the model of the given domain. Frameworks are one way to do object oriented reuse [Szy97, Beh00]. The reuse of a framework is limited in the sense that two different frameworks can only be combined if the domain of application of both is orthogonal, meaning that the frameworks do not interfere. The reuse of frameworks is also purely white-box reuse meaning that internal details of a framework need to be known by the user.

2.3.2.5 Component Based

Component based software development is discussed in chapter 3 on page 27. The following section summarises properties of this programming paradigm in short.

**Support for Parallelisation** Component-based programming can be understood as an extension of OOP: definitions of software components are compatible to the class model of OOP. The most popular approach to parallel component systems is therefore given by JAVA (thread on shared memory machines) and JAVA Remote Method
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Invocation (Java RMI on distributed memory machines). The limits of this Java component interoperability; Java RMI as well as the threading model can not be reused in programs not written in Java. Highly transparent and interoperable parallelisation is an intrinsic feature of software component technology.

**Granularity** Generally, components have a broader spectrum in granularity as classes in object oriented programming. Fine grained component approaches are common in component oriented languages as *component pascal* [Hug01] and in GUI development, where buttons, text-boxes and that-like are components [Gri98, WRH02]. Coarse grained components representing complete applications can be found at the other end of the spectrum. Modern distributed operating systems are compatible with many definitions of software components.

**Strength of Coupling** Each component framework aims at decoupling of codes and provides a non-intrusive way of decomposing appropriately designed software subsystem.

The autonomy of software components depends on the component framework, which is used. In component frameworks as CTL, components are very autonomous, they can be represented by an operating system process, a thread or can be bound at run-time from a shared object or linked by the linker at compile-time. An operating system process which can be handled in standard ways, is the most autonomous entity of computer processing.

**Maintainability** Since codes are decoupled through interfaces, maintenance can be localised to each separate component. Maintenance of a complex component system with many components can be reduced to exchange or reconfiguration of components.

**Transparency** Transparency depends on the framework implementation, CTL implements a very transparent component model, where the code to use a component is exactly the same as if a standard OO class would be used. Other frameworks like the CCA, CORBA and any other commonly used instance do not provide this feature, here connections between components need to be established explicitly on a more or less technical level.

**Support for Optimisation and Customisation** If precompiled components are to be used, compiler based optimisation is obviously not supported. Components may be optimally compiled for a given machine, but they are black-boxes, where shortcuts can not be made between two points in the code to optimise a process.

This does not mean, that component based software can not be optimised, but the parameters for optimisation are different. Components have to be coarse grained to minimise possible communication-overhead. That is the reason why component based software has to be carefully designed. If an component-architecture is optimally designed for a given application-pattern, it can be easily reused. This introduces another level of reuse, namely architectural reuse, which reschedules optimisation from implementation- back to design-phase. This makes component based software development less agile compared to OOP.

Another possible category of optimisations is the scheduling of components onto resources, which has to be optimised with respect to the components and their interaction. This may require dynamic resource scheduling and component-migration.

For achieving high-performance of a component architecture, the quotient *operations per communication* is important, since it identifies loosely coupled subsystems. Such loosely coupled parts of a system have to be identified in design phase. Speed and scalability of the resulting architecture can be judged by the degree of this coupling, since components have to communicate and communication-overhead is the lowest, the looser coupling between two components is.

---

17 e.g. by kill, ps, ...
18 This feature of CTL is restricted to clients in object oriented languages.
Problems in Reuse  Reuse is the main goal of component oriented software, but a few open problems and areas of research are:

⇝ Semantics  general semantic modelling
⇝ Contracts  quality of service, service level agreements [Jü06]
⇝ Framework  connecting component frameworks – coupling of inhomogeneous component frameworks [Bü07, Dam05]
⇝ Non-Functional  handling non-functional requirements
⇝ Resource-Management  general load-balancing [Jü05, Jü06]

2.3.2.5.1 Example: Service Oriented Programming  Service oriented programming (SOP) in service oriented architectures (SOA) is currently a buzzword in software engineering. SOP is based on the service pattern which is an architectural design pattern classified as a component design. The idea aims at a combination of architectural software design, software components, interoperability (languages and frameworks) and reuse. All software development phases as requirements engineering, problem analysis, software design, implementation, testing and integration, are integrated in a methodology, making it obviously a business compatible model for software development. Text books like [EF03] give an introductory overview over the topic.

Support for parallelisation  Services are distributed, but parallel algorithms can hardly be implemented, since communication performance of service oriented systems is bad\(^9\) and the state of an algorithm has to be held in the service-client, making it impossible to achieve good performance. The goal of service oriented systems is interoperable information exchange not high-performance processing.

Performance  Service orientation does not aim at performance optimisation.

Granularity  The granularity of service oriented architectures is coarse grained. Services are accessed via interoperable protocols with significant overhead; this forbids application in fine to medium grained systems.

Strength of Coupling  Coupling of services to their clients is loose. To use a service a middleware is required, which is standardised for optimal interoperability within the SOA framework. A service is defined to have only explicit context dependencies. This implies a service to be stateless (though session-mechanisms exist), so that each call to a service gives the same result. This is comparable to functional programming with the difference that services are distributed functional units.

Maintainability  Since maintenance is a service-local operation, maintainability is good.

Transparency  Services are highly-transparent.

Support for Optimisation and Customisation  Support for optimisation or customisation on level of available services is low, service internal optimisations are encapsulated upon a slow standardised interoperable protocol.

Problems in Reuse  Service oriented programming focuses on reuse; reuse is one of the most important features of SOP.

\(^9\)see section 7.2.4.1.3 on page 50
2.3. Software Paradigms – The Big Picture

The present chapter briefly summarises the previously discussed implications of programming paradigms. The considered categories are support for parallelisation, targeted performance, granularity, degree of coupling, maintainability, transparency, optimisation, and reusability. Table 2.1 summarises the results of the previous chapter and gives an overview. Figure 2.4 is more abstract than the table, but the results of this chapter can be seen as an evidence for the statement of the picture.

<table>
<thead>
<tr>
<th>Property</th>
<th>functional</th>
<th>procedural</th>
<th>object</th>
<th>service</th>
<th>component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support for Parallelisation</td>
<td>good</td>
<td>medium</td>
<td>good</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>Targeted Performance</td>
<td>low</td>
<td>high</td>
<td>medium</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Granularity</td>
<td>fine</td>
<td>fine</td>
<td>fine</td>
<td>coarse</td>
<td>fine</td>
</tr>
<tr>
<td>Coupling</td>
<td>loose</td>
<td>strong</td>
<td>strong</td>
<td>loose</td>
<td>loose</td>
</tr>
<tr>
<td>Maintainability</td>
<td>good</td>
<td>bad</td>
<td>medium</td>
<td>good</td>
<td>good</td>
</tr>
<tr>
<td>Transparency</td>
<td>high</td>
<td>low</td>
<td>medium</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>Optimisation Support</td>
<td>low</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Reusability</td>
<td>easy</td>
<td>hard</td>
<td>easy</td>
<td>easy</td>
<td>easy</td>
</tr>
</tbody>
</table>

**Figure 2.4:** The table shows to what degree a programming paradigm influences aspects like abstraction, granularity, degree of coupling, maintainability, transparency and support for optimisation.
2.3.3 Generative Programming

Generative programming (GP) is a style of computer programming that utilises automated source code generation through generic classes, prototypes, templates, aspects, and special purpose code generators to improve the productivity of programmers. It is often related to code-reuse topics such as component-oriented programming [JLM00].

In GP a program is not directly implemented in a classical general purpose programming (GPP) language. The focus of GPP is on the implementation of algorithms, i.e. the transformation of input-values to results. In contrast to that, the focus of GP is on compile-time functionality, which is in this sense non-functional. Requirements to a generative software system can be implemented at compile-time to optimise performance (loosing flexibility) or at runtime to gain flexibility. Supporting this view of a separation between functional and non-functional requirements, GP is complementary to component based development [Beh00]. In GP, functional units are created with help of a model description processed by generators. In classical programming, functional units are implemented directly. We can understand GP as attempt to generalise the process of code compilation. Instead of transforming algorithmic code into machine programs\(^\text{20}\) the process of translating model descriptions into code is considered.

Figure 2.5 gives an overview of the machine-code-generation processes integrating aspect-oriented programming, generic programming, and classical compilation. This process has three stages which are passed in the given order. These stages are preprocessing, template-code generation and compilation. While the latter one is well known from the last chapters, the others are not yet mentioned. These phases are those, where meta-programming takes place.

![Figure 2.5: The figure shows a state-chart of a generalised code-generation process. In preprocessing (e.g. aspect-weaving) context sensitive-rules (aspects) are used to manipulate code in a recursive process, while in template-code generation non-context-sensitive rules (templates) can be recursively applied. The compilation-state is a simple linear process without loops.](image)

The artifacts which are developed and reused in GP are code-generators. Generators encapsulate the knowledge of how to interweave given fragments of knowledge (like a model description) and functional entities [CE00]. In

\(^{20}\text{A compiler is an assembler-generator.}\)
contrast to functional components, generators are actively involved in the build process and not present when the program instance is executed [Beh00].

Two different approaches to GP have been applied in real world applications: aspect oriented programming (AOP) and meta programming (MP). AOP is sometimes referred to as a new paradigm, but it depends on a classical programming language since aspects are non-functional entities, which only describe how to interweave functional code into applications, functional units need to be programmed in a classical general purpose language. This is the reason why incarnations of AOP frameworks are yet always connected to a classical programming language (AspectJ, AspectC++, Aspect#, Spring.NET, ... See [http://en.wikipedia.org/wiki/Aspect-oriented_programming]). C++-meta-programming is a technical approach to provide code-generation. The C++ language [Str00] was one of the first programming language which introduced generic programming in terms of templates. Generic programming allows programmers to specify algorithms and data-structures independent of certain data types. In combination with object oriented inheritance and powerful compilers a completely new level of programming was introduced. Meta-programming (MP) allows to specify reusable structural and behavioural patterns [Ale01, Ber00].

2.3.3.1 Generic Programming

For generic programming (GenP) typed languages are extended with support for parameterised types and functions. A type or function with type-parameters provides slots for types or constants, in which specific items can be plugged. If all type-parameters are plugged, the generic type is specialised to a parameter-free type, which can be used in an ordinary way. The advantage of this proceeding is, that code can be at the same time flexible and inlined by the compiler to guarantee optimal performance thus it can decide which code-instance to take.

Today GenP is implemented in a number of programming languages\(^{21}\) with different degree of expressiveness and performance. The C++-template-mechanism is fully flexible and powerful and provides — due to its turing-completeness at compile time [Vel06] — a meta-programming level. The problem of debugging meta-programs is not yet solved in an acceptable way [EAH*07], thus the expressiveness of meta-languages is reduced in some languages. JAVA provides only a subset of generic programming: meta-programs in JAVA always terminate thus the mechanism is not turing-complete.

Some general-purpose MP-languages are embedded into programming languages and others defined in conjunction with a language (AspectJ,...). Specialised meta-programming languages are called Domain-Specific Language (DSL) or executable Domain-Specific Language [SMH03] and will be discussed in section 2.3.3.4.

The first approach which is presented in the following is aspect oriented programming (AOP). The second one is C++-template MP which is discussed in section 2.3.3.3.

2.3.3.2 Aspect Oriented Programming

Aspect oriented programming (AOP) is a programming paradigm with its focus put on separation of concerns. AOP aims at supporting software development by implementing mechanisms to isolate cross-cutting concerns, and to handle them separately from functional code. AOP allows to define a new kind of module: non-functional modules termed aspects.

An aspect does not yet have a precise definition, this is in heavy contrast to concepts of functional units which are — after decades of continuous development — well defined. The definition of aspects is rather weak but it is still applicable. The idea is based on the design principle that a functional unit or component of a software system should exactly do one thing [Som04] and not more. To fulfil this requirement is generally not easy since code does a lot of things which are not directly concerned with its core functionality:

- logging

\(^{21}\)e.g. JAVA, C++, Haskell,...
• synchronisation with interacting processes
• communication with other peers
• memory allocation
• ...

All these examples have some things in common:
• they are not core-tasks
• they are non-functional
• they are ensnared
• they can not be efficiently separated into functional units with classical techniques

The concept of aspects solves exactly this problem. It aims at enclosing non-functional concerns into units of composition; so-called aspects, which describe how code has to be interweaved from given code-components. An aspect is therefore a manipulation-rule, which specifies how given code fragments are to be manipulated in order to fulfil some given requirement. Aspect oriented programming (AOP) is very interesting especially for making high-performance software systems maintainable and efficient at the same time [KLM+97].

In one of the first articles on AOP [KLM+97] the given example results in a reduction in lines of code (LOC) by 98% compared to hand-optimised code. These results motivated scientists to adapt the approach, which is now used to combine component oriented with aspect oriented approaches [DRR+06]. AOP promises to be helpful in making MPI-based codes easier to maintain [DRR+06, SS06] and is already proposed to be used in multi-physic simulation to improve flexibility and code-composition [EDE03].

2.3.3.3 Template Meta-Programming

Template meta-programming is a programming paradigm in which generic types or functions (termed templates) are used for code-generation. The output of template meta-programs are compile-time constants, data structures, or complete functions. The paradigm is supported in a number of languages: C++, D, Eiffel, Haskell, ML and XL.

C++ is picked here as example for a meta programming language caused by its relevance in computational science [Ber00, CE00]. It is of particular interest in high-performance areas, such as image recognition and processing, numerical computing, graphics, signal processing, or libraries with lot of variability and dependencies [CE00]. The language C++ allows to encapsulate code-generators into template-libraries. A good introduction to C++ template techniques gives [Ale01], while [CE00] gives a good idea of models to understand the concept behind templates.

The challenge in GP is to provide clean and intentional interfaces, variability as well as high run-time performance; these aspects are a matter of program design rather than an inherent property of MP. In generative programming variability can be expressed in terms of features. Features of a class may vary at:

weave-time (AOP) e.g. adding logging statements
compile-time e.g. specialisation of a parametrised class
link-time by linking different library implementations
run-time with two common flavours
  late-binding by using a late-binding component framework
  OO-polymorphism by using polymorphic object
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Figure 2.6: The picture shows two different implementations of a container class. The left implementation uses a parametrised class to define a container and the right one implements an OOP container. The OOP container allows to store any given type as content, which is derived from the general type Object. This requires (slow) cast operations and can also result in runtime-problems due to wrong types. The template-based implementation is in contrast completely type-safe, expensive cast-operations are not required.

The goal of templates is variability of types at compile-time. The template-system of C++ introduces an algebra of types. The set on which this algebra operates is the set of classes, while the operations are given as:

- **parametrisation** changing a certain type to be a parameter
- **specialisation/instantiation** assigning all parameters of a template
- **partial specialisation** substituting a subset of all parameters and thereby introducing a hierarchy of subtypes

An interesting meta-programming concept, which was presented in [Ale01] is the **policy**. A policy encapsulates non-functional code and is therefore the implementation of aspects in template-MP. Though the language for templates is different from the language for aspects the mightiness of both approaches is the same, but both have very own properties.

### 2.3.3.4 Executable Domain Specific Languages

The last important meta-programming paradigm considered here is **language oriented programming** and focuses on the invention of a specialised language for a given domain of expertise. Such languages are called **domain specific languages** (DSL) [vDKV00]. Some DSLs like the Backus-Naur-Form (BNF) for syntax specification or the Unified Modelling Language (UML) were not meant to be programming languages or executable by a machine, at the time they were invented. Nowadays UML as well as the BNF can be used to generate executable programs. The translation of UML into an executable is yet limited to special purpose applications; often models of business processes. BNF is today an executable language for modelling grammars; language interpreters can be generated from BNF expressions (See lex,yacc,boost::spirit,...). Executable DSLs can be used to provide an interface to the code-generation process, thus they are relevant in this context. Executable DSLs can be used for generating code for later compilation steps. Interpreters for DSLs can be implemented in GP meta-programming environments.
[SMH03], which make DSLs the most important applications of meta-programming techniques. The book [CE00] shows, how analysis, design and implementation phases can be managed in meta-program development processes.

### 2.3.4 Software Reuse – Summary

The last sections surveyed important approaches to software-reuse. The most important results are the following:

- software needs to be designed for reuse
- developers need to
  - be disciplined
  - follow conventions
- code-documentation is most important (semantics)
- interfaces (compile-time, build-process, run-time,...) need to be specified
- reusable components need to be tested (semantics)
Chapter 3

Components in Software Development

3.1 Motivation – Component Based Software

Software component technology is the foundation for functional unit decomposition. This domain of software engineering is important in computational science because it allows to couple codes written in different, even incompatible, environments. An example is the coupling of a FORTRAN simulation with a C++ optimisation framework.

Current frameworks for software component systems have the following properties:

- support extensibility of complex distributed systems
- allow the coupling of subsystems on incompatible hardware
- encapsulate and protect intellectual property
- allow resource-sharing in complex grid-environments
- allow enhanced support for system-configuration at runtime

Component Based Software Engineering (CBSE) assumes that parts of a software system exist in advance or are to be designed in a reusable way. This correlates with the setting of software development with or for reuse, respectively. System development processes in CBSE focus on integrating available components rather than developing them from scratch [Som04]. This has some implications:

- technology to bind a client to a component implementation is required (component framework)
- independent components have to be available (developed)
- techniques to describe the topology (architecture) of a composed system need to be present
  - through a driver component which is comparable to the main() method in traditional programming
  - through architecture description language (ADL)
  - through control scripts
  - hierarchical declaration (CTL, CQL [Jü06])
- rules for component deployment have to be defined
  - meta-data description for describing components (CQL, Eclipse)
  - standardised component file format (jar (Java Archive File), ctl.so, ctl.exe)
- components have to be distributed on available resources (resource management [Jü06])
CHAPTER 3. COMPONENTS IN SOFTWARE DEVELOPMENT

- distributed components need to be discovered and found for use

  - the physical topology of the network must fit to the system architecture

3.1.1 Theoretical Concepts of Component Based Software

Component based software engineering is the domain of developing software with aim on reuse. Most publications in this domain claim non-formal proposals to model problems of reuse, though more formal approaches are available for decades [WOZ91]. There are some theoretical results, which are important for understanding what a reusable software component is. This results are summarised in the following.

3.1.2 Interfacing

A fundamental part of a reusable system-specification is the definition of a system-interface. All component frameworks provide a DSL for this purpose, the Interface Definition Languages (IDL). These IDLs can be used to define the structural interface of a component specification describing in full detail the syntax of all methods the component provides, including their parameters, result types and possible exceptions. Referring to the book [LG86], which covers the algebraic specification of abstract data-types, [Som04] presents the elements of a formal specification.

1. The functional unit (system) has to be signified by a unique name

2. All exported operations of the system are to be defined in a signature part

3. A set of axioms that characterise behaviour of the system is to be defined in a axioms part

   defining the semantics of each operation

   relate the operations used to construct or manipulate entities of the system

   a state protocol [ZS06]

The modelling of semantics by axioms represent an uncertainty; protocols like discussed in [ZS06] can be used to define the set of legal sequences of method-calls between a client and a data-type. These protocols can be represented as finite state machines in a client-server setting, or as context-free grammar in peer-to-peer, callback or message-bus settings. These formalisms have not yet found practical application in software development, instead of giving this precise definition [Som04] introduces a rule of thumb for the number of axioms which are to be defined.

3.1.3 Terminology

The description of software, which is based on or built with components has its very own terminology. There is no problem to find a dozen definitions for any entity which is related to the component based design of software, but it is impossible to find one, which everybody would accept as complete. To be honest, you can hardly find pairwise consistent definitions of what a software component is.

3.1.3.1 Definition of Software Component

Here are some examples of definitions for software components:

A software component is a specific, named collection of features that can be described by an IDL component definition or a corresponding structure in an Interface Repository.

SEE OMGs CCM SPECIFICATION [OMG06]
A software component is a composable element of a component framework. See Markus Lumpe et al. in “Towards a formal composition language” [LSNA97]

A software component is an independent unit of software deployment. It satisfies a set of behaviour rules and implements standard component interfaces that allow it to be composed with other components. These behaviour rules are often specified as design patterns that must be followed when writing the component. See Rob Armstrong et al. in “Toward a common component architecture for high-performance scientific computing” [AGG+99]

A software component is a software element that conforms to a component model and can be independently deployed and composed without modification according to a composition standard. See Bill Councill and George T. Heineman in “Definition of a software component and its elements” [CH01]

A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties. See Clemens Szyperski in “Component Software - Beyond Object-Oriented Programming” [Szy97]

Especially the last given definition of software component (from Szyperski [Szy97]) is broadly excepted in literature. It is common sense in literature that the statement “explicit context dependencies only” in this definition also states that a component has no externally observable state (see e.g. [Som04, Sch99]). However this is generally unacceptable for computational components since a great loss of performance would result. We tend not to interpret the statelessness to components. For the domain of scientific computing the following statement seems to be satisfactory.

Software components are building blocks from which different software systems can be composed. See Krzysztof Czarnecki and Ulrich W. Eisenecker in “Generative Programming: Methods, Tools, and Applications” [CE00].

Krzysztof Czarnecki and Ulrich W. Eisenecker who gave this definition justify the simpleness of the definition by explaining that it is not only futile, but harmful to come up with a general classical definition for software components.

We have a classical definition for objects. A classical definition means that we can provide a single set of necessary and sufficient properties to define an object: An object has an identity, state and behaviour. The concept of a “component” has a completely different quality. It is an example of a natural concept, rather than an artificial, constructed concept. According to the theory of concepts (see Appendix A in [CE00]) we can easily construct concepts using a classical definition — “objects” and many mathematical concepts are constructed, classically defined concepts. However, most natural concepts do not have a classical definition, that is, you cannot find a single set of necessary and sufficient properties defining them. As an example, try to define the concept of a “table”. Is a “table” a top with four legs? See [CE00].

Not only every author redefines the term but also every framework defines its own mechanisms for composition bordering the use of a software component to the domain of a framework [Bü07, Dam05]. This stays to be a big issue of component based software. The next explanation wants to give a better idea of what a component is:

These formal component definitions are rather abstract and do not really give you a clear picture of what a component does. One of the most useful ways to consider a component is a standalone service provider. When a system needs some service, it calls on a component to provide that service without caring about where that component is executing or the programming language used to develop the component. See [Som04].

3.1.3.1 Characteristics of Reusable Components The Book [Som04] further gives two critical characteristics of a reusable component:
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1. The component is an independent executable entity. Source code is not available, so the component does not have to be compiled before it is used with other system components.

2. The services offered by a component are made available through an interface, and allow interactions are through that interface. The component interface is expressed in terms of parametrised operations and its internal state is never exposed.

For the context of scientific software the first characteristic given in the last citation does not hold since scientific code is often available as source code only. The focus in almost all definitions and characterisations of software components is on independent deployment e.g. to make software components a commercial interesting good [Szy97]. This is not the primary goal of software in computational science. For scientific components it is important to:

- achieve a separation of concerns
- provide simple tools for the construction and control of complex software systems
- support software tuning to achieve high performance in performance-relevant subsystems (kernels)
  - provide the possibility to introduce independent kernels for optimisation
  - allow a loss-less coupling of highly optimised subsystems
  - provide the possibility to manipulate the component bindings for achieving the best available performance
- provide the possibility to define architectural patterns which can be easily reused by untrained programmers allowing them to use highly optimised software
  - define a set of standard interfaces for describing architectural patterns
  - implement a set of important core components
- support FORTRAN, since it is still an important programming language in the engineering domain

Observation—Making Available Software a Set of Components  Making an existing scientific software a black-box software component is not a trivial task since the standard way to build scientific software is not compatible to this paradigm, because:

- the state-of-the-art in CBSE does not provide a standardised proceeding to describe context
  - context dependencies are not defined explicitly and are only known (if at all) personally by the developer
  - semantics of provided functionality is not specified explicitly
- scientific software often provides a framework which has to be specialised and encapsulated behind an interface to become a component, this results in less flexible software
- reuse has to be planned [Beh00] and is an explicit feature of a software

The meaning of the term composition varies broadly, you can establish the composition of two software subsystems at compile-time, link-time, or run-time and there are further subdivisions of these categories. The term component based software development and all available frameworks aim at run-time composition. A component framework provides possibility to compose independently written codes at run-time into an application.

By source-level components [Jon02] a fourth category of binding-time is introduced. Composition at build-time is often not considered in publications on CBSE, though it is a very important point in open-source software development, and thereby in computational science.
3.1.3.2 Component Model

The definition of component model is given implicitly in most publications, by referring to an example. Another issue is that this term is sometimes misleadingly defined in collision to the term software architecture. This is unacceptable for the aim to define a common terminology.

In conceptual terms, a component model is a definition of how different parts interact with one another within one granular space. Translating the big picture definition into Java APIs is a more difficult task. A component model becomes both an overall architectural plan as well as a set of individual APIs that enable programmers to realise the vision. [Sri97]

This is a bad example for a good definition but there are better definitions in literature:

A component model is a definition of standards for component implementation, documentation and deployment. [Som04]

Component model implementations provide:

- Platform services that allow components written according to the model to communicate;
- Horizontal services that are application-independent services used by different components.

To use services provided by a model, components are deployed in a container, which provides a set of interfaces to access the service implementations of a component [Som04]. This definitions captures the ideas of component models and gives a good basis for discussing some examples for available component models in 3.2.1.

3.1.3.3 Component Framework

At first some definitions of component frameworks, found in literature:

A component integration framework is an implementation of a set of interfaces and rules of interaction that govern the communication among components. [AGG+99]

A component framework is a collection of software components with a software architecture that determines the interfaces that components may have and rules governing their composition [SL96]

A component framework is a software entity that supports components conforming to certain standards and allows instances of these components to be ’plugged’ into the component framework. The component framework establishes environmental conditions for the component instances and regulates the interaction between component instances. [Szy97]

Component frameworks are the tool-box which allows to decouple software from its context on the technical level. Each component model has its very own framework implementations which implements the model and therefore provide both, mechanisms for coupling compatible components and horizontal services.

3.1.3.4 Component Architecture

A unique definition of component architecture is again impossible to find. The most interesting thing is, that even mix-ups can be found in the literature. The introduction of the Common Component Architecture [AGG+99] gives the following definition:

A component architecture is a specification of a set of interfaces and rules of interaction that govern the communication among components and other necessary tools, such as repositories and composition tools. [AGG+99]
The book [Gri98] gives a longer explanation of what a component architecture should provide. This description is fairly long but it will be summarised at this point: A component architecture should support components in achieving the following properties:

- **Independence of the environment**: programming language, operating system, network technology, development environment
- **Location transparency**: local or remote usability invisible for the user
- **Separation of interface and implementation**
- **Self-describing interfaces**: for the coupling at run-time, a component should give information about its possibilities and access-points (syntax and semantics)
- **Plug and Play**: a component should be instantly usable after installation
- **Integration and composition**: a component should be composable to a bigger system

This description is far away from an axiomatic definition; the statements are too weak and in some sense contradictory or impossible. To get a distributed plug and play environment a component architecture must know a lot about the network architecture, available components, semantics and many more; there is no component architecture available which fulfils these requirements.

Both of the given definitions are – compared to broad literature – more the definition of a component model, than the definition of an architecture. The confusion of the CCA-Team may be a result of the fact that the design of the CCA is abutted to the Common Object Request Broker Architecture (CORBA) which really defines a standard architecture for the Object Request Broker-Pattern. In the rest of the literature a component architecture is not defined in this sense, whereas the term software architecture is defined as e.g.:

> Overall design of a system. An architecture integrates separate but interfering issues of a system, such as provisions for independent evolution and openness combined with overall reliability and performance requirements. An architecture defines guidelines that, together, help to achieve the overall targets without having to invent ad hoc compromises during system composition. An architecture provides guidelines for safe system evolution. However, an architecture itself must be carefully evolved to avoid deterioration as the system itself evolves and requirements change. The right architectures and properly managed architecture evolution are probably the most important and challenging aspects of component software engineering.

See Page 544 in Szyterski [Szy97].

This definition motivates the following definition of a Component Architecture: A component architecture is a software architecture as defined in [Szy97]; it additionally defines components and defines the binding structure between them. In other words: A component architecture is a tuple \((\mathcal{K}, \mathcal{R})\) where \(\mathcal{K}\) is a set of components and \(\mathcal{R} \subseteq \mathcal{K} \times \mathcal{K}\) is the coupling relation between the components.

### 3.2 Example Implementations

This section brings light into the empty definitions from the previous section by giving examples of implementations of the defined terms. Especially interesting are very successful examples of component architectures and models like Eclipse\(^1\).

#### 3.2.1 Component Model

The list of component models is long. Every big player in the world of software defined its very own component model. Microsoft defines the Component Object Model (COM)[Loo01, TvS03, Gri98]. The Object Manage-

\(^1\)see http://www.eclipse.org/
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CBSE is based on a few basic concepts and techniques which are discussed in this section. One feature of every component framework is the possibility to compose components into an application at run-time. Additionally most frameworks provide comfortable mechanisms to compose complex applications from available components. Some approaches do focus on an overall architectural description. For doing so the framework needs to find adequate components for a given purpose. In distributed systems this yields another important aspect which has to be considered — the architecture of the parallel computer on which the component system is executed. The mapping of components onto resources is not a trivial task and can generally not be automated, and completely dynamic load-balancing may carry all system optimisations ad absurdum.

3.3.1 Late Binding

Late binding means that codes can be dynamically orchestrated at run-time. Well known approaches which support exchange of machine code at run-time are shared objects \(^5\) and dynamic-link libraries (DLL)\(^6\). The problem with this mechanisms is, that they:

- depend on the operating system
- are therefore not standardised in a portable way
- are for machine-local usage only
- no standardised selection mechanisms

\(^2\) like e.g. boost or loki [Ale01]
\(^3\) [OMG06]
\(^4\) [Pie99, Gri98]
\(^5\) [TvS03, Gri98]
\(^6\) [AGG+99, AAae06]
\(^7\) [Nie07a, Nie07b]
\(^8\) [OMG06]
\(^9\) [Pie99]
\(^10\) [TvS03, Gri98]
\(^11\) [Pie99, Gri98]
\(^12\) [AGG+99, AAae06]
\(^13\) [Nie07a, Nie07b]
\(^14\) [OMG06]
\(^15\) [Pie99]
\(^16\) [TvS03, Gri98]
\(^17\) [Pie99, Gri98]
\(^18\) [AGG+99, AAae06]
\(^19\) [Nie07a, Nie07b]
\(^20\) [OMG06]
\(^21\) [Pie99]
\(^22\) [TvS03, Gri98]
\(^23\) [Pie99, Gri98]
\(^24\) [AGG+99, AAae06]
\(^25\) [Nie07a, Nie07b]
\(^26\) [OMG06]
\(^27\) [Pie99]
\(^28\) [TvS03, Gri98]
\(^29\) [Pie99, Gri98]
\(^30\) [AGG+99, AAae06]
\(^31\) [Nie07a, Nie07b]
\(^32\) [OMG06]
\(^33\) [Pie99]
\(^34\) [TvS03, Gri98]
\(^35\) [Pie99, Gri98]
\(^36\) [AGG+99, AAae06]
\(^37\) [Nie07a, Nie07b]
\(^38\) [OMG06]
\(^39\) [Pie99]
\(^40\) [TvS03, Gri98]
\(^41\) [Pie99, Gri98]
\(^42\) [AGG+99, AAae06]
\(^43\) [Nie07a, Nie07b]
\(^44\) [OMG06]
\(^45\) [Pie99]
\(^46\) [TvS03, Gri98]
\(^47\) [Pie99, Gri98]
\(^48\) [AGG+99, AAae06]
\(^49\) [Nie07a, Nie07b]
\(^50\) [OMG06]
\(^51\) [Pie99]
\(^52\) [TvS03, Gri98]
\(^53\) [Pie99, Gri98]
\(^54\) [AGG+99, AAae06]
\(^55\) [Nie07a, Nie07b]
\(^56\) [OMG06]
\(^57\) [Pie99]
\(^58\) [TvS03, Gri98]
\(^59\) [Pie99, Gri98]
\(^60\) [AGG+99, AAae06]
\(^61\) [Nie07a, Nie07b]
\(^62\) [OMG06]
\(^63\) [Pie99]
\(^64\) [TvS03, Gri98]
\(^65\) [Pie99, Gri98]
\(^66\) [AGG+99, AAae06]
\(^67\) [Nie07a, Nie07b]
\(^68\) [OMG06]
\(^69\) [Pie99]
\(^70\) [TvS03, Gri98]
\(^71\) [Pie99, Gri98]
\(^72\) [AGG+99, AAae06]
\(^73\) [Nie07a, Nie07b]
• provide a flat namespace for libraries
• versioning is not managed (see DDL-hell\(^7\))

In a component approach late-binding mechanisms are extended to provide:

• language independent polymorphism
  - components can be used from clients written in a different language and a different paradigm
• remote access to components
• provide the possibility to discover, select and exchange components at run-time
  - component discovery can be used to introduce e.g. a version management, ...
• since the component framework encapsulates the operating system mechanisms a OS independent view can be provided
• interfaces can be inherited implementing a hierarchical name-space

3.3.1.1 System Composition and Composition Languages

CBSE focuses on the decomposition of subsystems and therefore implicitly requires mechanisms for system composition. Here two different approaches can be found in scientific component frameworks:

**hierarchical composition** is based on local composition rules and inherits the assumption, that a component using another specific component knows best what properties the component has to have

**architectural composition** is based on a global view and architectural composition description. It implies that information about available components is present at the design-phase of the component system

The hierarchical composition is implemented in the Component Query Language in CTL [Jü06]. The latter architectural composition is discussed in the literature under the term *architecture description languages* (ADL). ADLs are a very own field of research [Cle96] and will not be further discussed here.

3.3.2 Resource Discovery

In distributed systems resource discovery yields another important aspect which has to be considered in the context of distributed component systems [Jü06]. The architecture of a parallel computer on which a parallel component software is to be executed has to be considered, when the mapping of the components onto the hardware is performed. To ignore the software architecture in the mapping of the machine and in the development of the application is harmful. The mapping of components onto resources is not a trivial task and can not be done automatically [FPSF06]. Resource Discovery is an area in many different contexts:

**grid computing** [And04, ACK+02, KBM02, AAF+01, CFK+98, FKL+99, CFFK01]

**pervasive computing** [ZMN05, DWJ+96, KNS+04]

**mobile computing** [Sat96, DWJ+96]

3.3.2.1 Non-Functional Contracts

Non-functional contracts [Jü06] also called *service level agreements* are a solution for the resource discovery problem. They encapsulate the aspect of coupling software components with respect to their defined properties.

This concept also gets applied in parallel scientific applications in the context of aspect oriented programming in scientific computing [EDE03].

**Combining Late Binding and Resource Discovery** Late-binding and resource discovery are strongly related. If late binding is supported, the mapping of code onto resources has to be considered, therefore a resource-discovery is needed [Jü05].
Chapter 4

Motivation for Parallelisation

Reasons for executing programs in parallel are multifaceted. We motivate a closer look to techniques and background by presenting important goals of parallel computer architectures.

4.1 Memory Driven Parallelisation

In memory intensive applications, memory of several machines needs to be unified to create computers with arbitrary amount of memory. This proceeding can also be used to accelerate access to memory, because each processor has local memory with dedicated access channel. Memory driven parallelisation can therefore be used to accelerate algorithms working on large data sets.

4.2 Quality Driven Parallelisation

Business critical applications necessitate a guaranteed quality of service. Quality of service concerns hardware down-time, failures or resource management with respect to quality, i.e. response time, performance or failure tolerance. In this field of application, multiple resources are used to provide redundancy.

4.3 Performance Driven Parallelisation

In computational sciences, parallel programs are usually used to reduce the response time of computations or, to increase the size of problems which can be solved. To write parallel programs is often disproportionately more expensive than to write sequential programs; to provide efficient parallel programs is a complex engineering task. It requires detailed analysis of algorithms and often even completely different algorithms, which are harder to understand and maintain than sequential ones. The potential increase in performance provided by parallel programs is fragile; the performance is sensitive to induced overhead (for example through communication cost) and often not each part of a program can be efficiently parallelised at all. For a parallelisation to have any significant impact on the overall execution time of a program, parts which can be scheduled in parallel need to be much larger than sequential ones.
4.4 Hardware Driven Parallelisation

The maximum number of operations processors can execute is proportionally to its clock rate. As long as processor industry is able to increase clock rate of their processors, computers and programs they execute get automatically faster. This development is naturally limited by laws of physics\(^1\). These physical limitations put an upper bound on the clock rate of processors which is proportional to the speed of information propagation inside the circuit.

In history of micro-processors, the main mainspring of accelerations was the reduction of structural scales in the circuits, which continuously reduced the distances which information had to travel. This distance has physical limitations, because structure cannot be shrinked infinitely. An example in the next section will illustrate that.

4.4.1 Sequential Super Computer Reference

Currently the lower bound of the size of an average half-pitch of a memory cell in industrially producible processors is at 45nm \((45 \times 10^{-9} \text{m})\). Light travels this distance in \(15 \times 10^{-17} \text{s}\) which results in a theoretical upper bound of \(6.666 \times 10^{15} = 6.666 \text{ Peta Herz}\) for the clock rate which is more than a factor of \(10^6\) above current technological limits. We will now play a small intellectual game by considering technical data of a virtual 6.6PHz computer:

Current processors already consume more than 100W of power; our virtual PHz reference would consume something in the magnitude\(^2\) of \(100 \times 10^6 = 100 \text{ Mega Watt}\). A modern nuclear plant would be enough to supply for 12 of such virtual super computers. The processor of such machine would produce so much heat that a cooling (if possible at all) would be hard.

A problem which was not yet considered in our virtual scenario is that the core processor is not at all the bottleneck in modern computer architecture. The real problem is memory access in sequential machines; this will be discussed later.

4.4.2 Parallel Super Computer Reference

The previous discussion shows that scaling clock rate is physically limited. An alternative of increasing clock rates is to increase the number of processors. This also results in more possible operations per time. This approach—in contrast—has the advantage that the complete architecture including memory is scaled; bottlenecks as described above can be avoided. The foundation for parallel computers are networks which allow parallel processes to communicate; this technology is available. State of the art parallel super computers have over 200000 processors and have ability to process \(1026 \times 10^{12}\) floating-point operations per second. The computational power is just a factor of \(\frac{1}{13}\) away from our sequential reference, but the power consumption including memory, harddisks, and network is at 2.3455 Mega Watt; the machine has a much better efficiency than ours and is already in existence\(^3\).

4.4.3 From High-End to Desktop

The previous description shows potentials of parallel processors. Microprocessor industry has reached a point in the development of processors where an increase in clock rates is not efficiently possible anymore. Current desktop processors already have four sequential cores working in parallel. In near future most likely more cores will be preferred; increase in clock rates will stop being the driving force.

Parallelisation therefore becomes an obligation to exploit power of future computers; hardware driven parallelisation is thereby induced as new challenge into software engineering.

---

\(^1\)The speed of information has an upper bound i.e. the speed of light.

\(^2\)The power consumption of processors is approximated by \(P = CV^2f\) where C and V depend on the technology. The power consumption is obviously proportional to the clock rate \(f\).

\(^3\)Data has been taken from TOP500 List - June 2008
4.5 Summary

Each of the given goals of parallelisation has its own solutions and problems. Next sections will summarise parallel computing in contexts of high-performance computing and grid-computing. Both fields aim at very different goals; high-performance computing aims at parallelisation for performance reasons, while grid-computing aims at homogenisation of inhomogeneous, globally distributed resources.
Chapter 5

High Performance Computing

High performance computing (HPC) is a discipline in computer science which focuses on the optimal usage of state-of-the-art and future super-computers. In history of HPC, the leading computer architectures changed continuously [DSSS05, ABC+06]. In the first TOP500 from June 1993 the most popular system architecture were symmetric multiprocessors (SMP), the second most were massive parallel processors (MPP), followed by single processor and SIMD (single instruction multiple data) machines. This setting evolved to a broad basis of clusters followed by MPP and constellations nowadays. Almost 75% (72% in 11/2006) of the systems listed in one of the last TOP500 lists are clusters, 21% of the systems are massively parallel and 4% (6% in 11/2006) are constellations. Listed clusters have an average of 1344 processors while the biggest one has 65,536 processors with a local 2GB memory each [Tea02]. The network topology of that machine is a blend of a local torus combined with global tree structure.

Current publications are dealing with problems concerning scalability of chip-technology in terms of clock frequencies. The scalability of a single processor core has achieved saturation, making it necessary to scale future computer architectures in terms of number of processors [ABC+06] instead. Moores law predicted in 1965 that speed of the fastest computers at a time doubles every year or two [Mol06]. Past has shown that this self-fulfilling prophecy is a guideline for the semi-conductor industry. Translating the law into multi-core scalability predicts an upper bound of 1024 processors available in computers of next decade. Current parallel programming techniques do not allow to program such systems or to automatically distribute computational load onto thousands of cores. This forces the HPC-community to focus on new programming techniques [ABC+06] for the many-core problem.

5.1 Parallel Computing Architectures

In the beginning of computer architecture, John von Neumann invented the machine model depicted in figure 5.1 [Neu00]. This concept is nowadays the foundation for almost every computer architecture. John von Neumann introduced a central control unit, a central memory unit and a compute unit. This so-called load-store architecture does not need to be completely sequential. The von-Neumann architecture has evolved into so-called pipelined super-scalar architectures dividing large sequential logic system blocks into smaller ones allowing the clock rate to increase and more than one operation to be performed at a time. Pipelined processor architectures are intrinsically parallel, to reduce the physical size of individual subsystems. This reduction in size reduces the time information needs to travel through the logical unit and therefore results in higher possible clock rates.

Super-scalar architectures introduce parallelism not only for increasing clock rates. The idea of a super-scalar architecture is to introduce more than one execution unit into the system architecture; the control unit can schedule
Figure 5.1: The picture shows the concept of the sequential von-Neumann architecture. The arithmetic logical unit (ALU) is controlled by the control unit which reads instructions from memory, decodes it for the ALU and controls execution. The so-called von-Neumann bottleneck is the interface to the memory since every instruction implies a number of loads and stores from memory.
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The execution of operations onto multiple resources. Every modern processor architecture is super-scalar and pipelined.

5.1.1 A Simple Performance Measure

The von-Neumann bottleneck is the reason why memory intensive computations are slow; a memory access operation is much slower than arithmetic operations: An already old-fashioned Power5 Processor has a performance of more than 15 GigaFLOPS which means that it can do $15 \times 10^9$ operations per second. That means that one operation lasts $6.667 \times 10^{-11}$ seconds. At the same time does a memory access in most current memory systems cost more than $20 \times 10^{-9}$ seconds and up to $100 \times 10^{-9}$ seconds in benchmark settings [GJWJ07]. Ignoring a cache hierarchy which can mitigate this problem for successive (local) memory access patterns, in the time for one memory access current machines can execute between 300 and 1500 arithmetic operations.

A modern standard 3 Ghz processor has around 8 floating point units, which results in a theoretical peak-performance of $3 \times 10^9 \times 8 = 24$GigaFLOPS, but this values are never achieved because of the described memory bottleneck.

In distributed computing the overhead of communication is even an order of magnitude higher (around factor 1000). This allows at least around 1.5MFLOP in the time of the communication of one single scalar variable. This relations can be translated into the following performance measure, since performance of a program obviously correlates to the measure 5.1 which is equivalent to the measure 5.2 on shared memory machines.

3Theoretical speed of current processors is even much higher than the used $15 \times 10^9$ operations per second.
5.2 GRANULARITY

(5.1) Performance is proportional to \( \frac{\text{Operations}}{\text{Communications}} \)

(5.2) Performance is proportional to \( \frac{\text{Operations}}{\text{MemoryAccesses}} \)

5.2 Granularity

Granularity is a measure of the size of components that make up a system. Systems of large components are called coarse-grained, and systems of small components are called fine-grained. As one can see from given examples of parallel architectures, it is possible to find and exploit parallelism of the finest grain to implement transparent instruction level parallelism. This kind of parallelism has limited applications and not every application gains performance. To run programs optimally, their loop structure has to be analysed and modified. Memory access optimisation plays an important rule; good compilers can help a lot but they cannot automatically find the global optimum of possible performance. Nevertheless, today they have evolved to powerful tools but leading scientists predict a paradigm change towards a new level of granularity [ABC⁺06].

5.3 Instruction Level Parallel Machines and Flynn’s Taxonomy

There are some orthogonal architectures for computers with more than one processing unit. By far the most common way to classify architectures the taxonomy provided in [Fly72]. Flynn classifies computer architectures according to the number of instruction streams and data streams they work on. The first categorisation is on instruction level. Parallel architectures with a single instruction stream controlling a parallel processing unit are called single instruction (SI) controlled. Another possibility are parallel architectures, in which the PPU's are all controlled by a individual instruction stream. These architectures are called to be multiple instruction (MI) controlled.

Orthogonal to these concepts of control are the concepts of data. A computer architecture may allow its processing units to work on single data (SD), while other architectures allow them to work on multiple data (MD). By combining these concepts one gets four different architectures; single instruction on multiple data (SIMD) and a multiple instructions on multiple data (MIMD) architectures are the most common. Single instruction on single data architectures are non-parallel (von-Neumann [Neu00]) machines.

5.3.1 Single Instruction Multiple Data

Modern processor architectures have SIMD processing units (IBM: AltiVec, Intel: SSE, AMD: 3Dnow!) which are used for instruction-level parallel computations. Today, SIMD devices are getting even more popular. General purpose 3D-graphic accelerators and physics accelerators developed for games evolve into interesting new platforms for applications with fine-grained parallelism [NVI07c, Cle07b].

Benchmarks in matrix-matrix operations give impressive results, but the performance on general less-local operations like matrix-vector are disappointing. Nevertheless these architectures will gain importance in supercomputing [NVI07b, NVI07a, Cle07a].
5.3.2 Multiple Instruction Multiple Data

MIMD architectures have evolved from fine grained special purpose architectures into coarse grained thread-level parallel architectures explained in the next paragraphs. Alternatives to these architectures are so-called very long instruction word (VLIW) computers. These architectures allow the compiler to code very long instructions, which means that there is enough information in the instruction available to make the processor aware of parallelism. VLIW architectures can be seen as the successor of MIMD architecture with reduced control complexity. The modern successors of the VLIW architecture are Explicitly Parallel Instruction Computing (EPIC) architectures (e.g. Intel Itanium architecture[HMR+00]) which provide VLIW with restriction to in-order execution.

5.3.3 Vector Computers

Another important computer architecture for parallel computations are vector machines. Vector machines are strongly related to pipelined super-scalar architectures. The special goal of vector machines compared to those architectures is their focus on the memory bottleneck. Vector machines mitigate the problem by having a massively parallel memory architecture, making machines very expensive and power consuming. The big goal of vector machines is that their memory access is parallelised [Sch03]; the memory bottleneck is therefore dilated.

5.4 Shared Memory Parallel Multi-Processor Machines

All previous given architectures extend instruction level parallelism. A more coarse grained parallelism can be found in multi-threaded (Hyper-threading in the Intel Pentium 4) or multi-core architectures (IBM Power, Intel XEON, SUN Niagara, AMD Opteron). These architectures implement a thread level parallelism which results in less process switch overhead (multi-threading) or even completely parallel processing of thread execution (multi-core). Every thread has its own associated instruction stream. Threads generally share the memory allocated in their process context. This has the unwanted side-effect of making race conditions, cache coherency problems and thereby asynchronous fail behaviour possible.

The possibility to work with multiple threads on a common shared memory founds the multiple threads single/multiple data (MTSD/MTMD) paradigms. The roadmaps of all general purpose semiconductor vendors has changed towards those architectures [ABC+06] since their old strategy to satisfy Moores Law [Mol06] by scaling in terms of clock cycles has reached a technological status of saturation and inefficiency. Future general purpose processors will allow a large number of parallel threads to be executed [ABC+06]. To satisfy Moores Law in the near future one can expect state-of-the-art processors of next decade to have up to a thousand of parallel general purpose processors providing a large number of parallel executable threads. All such architectures with more than one processor and a shared common memory are also referred to as symmetric multi-processor (SMP) machines.

5.5 Distributed Memory Architectures

All the mentioned architectures are too fine grained if the problem scales in terms of large grained parallelism. That is why state-of-the-art super-computers have a cluster architecture. A cluster consists of a number of individual computers (nodes) with an individual operating system running. These nodes are connected by a high-speed network [Slo05]. For a large number of processors these networks do not connect every individual cluster node with every other. Instead of using a fully connected network, there are alternatives with other, not that expensive network topologies. Commonly used topologies for large scaling clusters are trees especially Fat-Trees, Toruses,

---

4See Cray T3/E
5Full wiring would have \(n^2\) interconnection point which is impracticable and too expensive in practise.
6Topology in this context is a binary, symmetric “is-directly-connected” relation on the set of cluster-nodes.
5.5. DISTRIBUTED MEMORY ARCHITECTURES

Hyper-Cubes and hybrids of them. For smaller clusters other topologies are in common use: binary trees, arrays, rings, stars or even fully connected networks.

5.5.1 Virtual Single System Image

A strategy to make the use of a cluster manageable and transparent is the single system image (SSI) [BCJ] approach. SSI provides a software layer which combines the cluster nodes to a virtual single machine with a single virtual shared memory. The management and migration of processes is done by a distributed operating system layer, which encapsulates all management [BL98]. The parallelism in this machine model is comparable to the SMP approach, but the access to local memory is much cheaper than an access to remote memory, which makes it impossible to have a thread parallel execution. The granularity of threads is too fine for such none uniform memory architecture (NUMA) machines. Parallelism is on process level, meaning that inter-process communication (IPC) has to be used explicitly through IPC mechanisms like sockets, Unix pipes or MPI [TvS03, Cal96]. Efficiency of SSI architectures is, because of the automatisms in scheduling, strongly dependent on the application. The future development of OpenMOSIX, which is the most important MOSIX implementation for Linux clusters, has been cancelled on 1st March 2008, because of new technologies like multi-core and virtualisation making the solution superfluous.

5.5.2 Multiple Programs Multiple Data Cluster Programming

Coarser grained non-transparent approaches to cluster programming work with single/multiple programs working on single/multiple data. The SPMD or MPMD approaches gain their parallelism on program or process level. A SPMD/MPMD program consists of many parallel running processes which communicate over a network to exchange data. This approach allows to work on multiple or single data. This flexibility is a goal of abstraction, since hardware is not programmed on instruction level any more, but on program level. The communication in the HPC context is in most cases done over a special application programming interface for message passing, which is called message passing interface (MPI). Many MPI implementation like the Local Area Multi-computer (LAM)\(^7\), MPICH\(^8\) or OpenMPI\(^9\) are available. OpenMPI is a new component based MPI framework, meaning that all layers of the framework are implemented in exchangeable components [SL03, WGC\(^+\)04, GFB\(^+\)04]. There are also implementations available which are highly optimised on underlying hardware; these are provided directly from hardware vendors. MPI targets the medium to coarse grained parallelism where every communication (send/receive) is stated explicitly in the program code. It represents thereby a procedural style parallel programming which also founds the usage of MPI in high-performance computing, where procedural languages especially FORTRAN are extremely popular.

5.5.3 Future Trends

It is quite obvious that the idea of clusters, namely to couple independent but connected machines to a coupled machine, is a software problem. The evolution from strongly coupled parallel super-computers like the Thinking Machines CM series\(^10\) or the Cray T3E\(^11\) to more loose, software coupled clusters is obvious\(^12\). Although the newest machines again consist of special purpose cluster nodes\(^13\) the overall architecture as remains to be a cluster. The trend seems to point in the direction of hardware-abstractions, virtualisation techniques and software-based coupling. That is why newer approaches to HPC are targeting into direction of simpler programming and simpler communications.

\(^7\)http://www.lam-mpi.org
\(^8\)http://www-unix.mcs.anl.gov/mpi/mpich
\(^9\)http://www.open-mpi.org
\(^10\)in the 1980s
\(^11\)In 1995
\(^12\)75% of 2007 top 500 super-computers are clusters
\(^13\)E.g. in HP BladeCenters or the IBM BlueGene architectures
The very explicit style of programming in MPI programs makes it hard to reuse parallel programs in different contexts. There is no standard way to couple two individual parallel MPI programs, instead the code of both components has to be changed and the program must be merged to a new monolithic implementation combining the computations of both parts. That is the reason why newer approaches target into the direction of decoupling to gain the reuse of high-performance parallel software components. These component based approaches are founded on a so-called multiple/single-component multiple/single-data model (SCMD/SCSD). They have the potential for high-performance parallel applications combined with an easier to model (and therefore easier to understand and maintain) communication behaviour.

Extrapolating this tendencies into the future, a component based view on software, which is the next logical step towards more abstract architectures, appears to be very promising.
Chapter 6

Peer-to-Peer Computing

Today one of the fastest supercomputer with about 1,000,000 [And04] continuously working nodes is the SETI@home project [ACK+02]. SETI@home is a project which uses idle computer resources of registered members for data analysis. The processed analysis tasks are completely independent from each other, making it possible to be run massively parallel. The project started in 1997 with most users being connected to the internet over a slow 56k modem. The working packages have 350KB$^1$ of size; enough data to keep a typical computer busy for about a day but small enough to download over even slow connections in a few minutes[ACK+02].

Today the SETI@home project is based on a framework for public-resource computing named BOINC [And04]. The relationship between projects and participants in these projects is asymmetric, meaning that the project can use the participants resources but not vice versa. Malicious behaviour such as intentional falsification of results must be handled by the system. Using untrusted resources founds the need for redundancy in all computations. Machines can lose connections can be powered off, and many more things can go wrong. All such failure situations are handled by the BOINC framework, thus providing an interesting solution for large sets of independent tasks.

$^1$About 1 minute over an exclusively used 56k connection.
Chapter 7

Grid Computing

The term *grid computing* was manifested for the first time in [FKT99] and proclaims an infrastructure for the transparent usage of computer resources, which are distributed in terms of organisation, institution, management and space. The vision of the grid is an infrastructure like the power grid which, in contrast, transparently serves computer resources instead of electric power. The metaphor highlights the importance of transparency, because nobody who wants to use an electronic device has to know how — not to mention where — the electric energy is supplied. The user’s device only has to have a compatible plug.

The provided metaphor has some hidden drawbacks, as it is impossible to hide communication-time in a computer network, which plays no role in the power grid. Nevertheless, the vision of the grid attracts many scientists from many fields which expect it to be the future environment for managing computer resources [BKS05]. These resources are often computational, but can equally well represent storage, connectivity, data, sensors, actuators [Ce06]. The intrinsic differences between grids and other distributed environments is that grids must support user and resource abstraction [NS02]. Many computer scientists are interested in grid-computing from a scientific point of view, thinking about new visions, challenges and solutions [BFH03, NSW03].

Currently, there are a number of competing grid frameworks in use. One is the GLOBUS Tool Kit (GTK) defining an Open Grid Service Infrastructure and Architecture (OGSI/OGSA) [Fos05]. Another is the Legion project supported by the University of Virginia, which is a meta-system software project using object-oriented technology, providing a single, coherent virtual machine that shall address issues of scalability, programming ease, fault tolerance, security, and site autonomy [GHN04]. Another available grid framework is UNICORE, which overcomes the common difficulties by providing a uniform interface for job preparation and control which gives in a sense seamless and secure access to supercomputer resources [Rom99]. Scientific computing is one primary application field for grid computing, since the challenge of solving complex numerical problems is inherent in this field. Complex computational problems were always solved in parallel on super-computers, therefore methodologies for applying grid-like techniques are already available, tested and adaptable [HPR05].

7.1 Use Cases for Grid Technology

Use-cases for a grid infrastructure include computational resource sharing, virtualisation and globalisation of storage and file-systems. An overview of a number of visions related to grid computing can be found in [BFH03]. Every involved scientist has its own vision of the grid, but there are a few general categories in which research takes place; the computational grid for combining computational power, the general resource grid for giving access to central resources like sensors and actuators and the data grid providing a framework for miscellaneous storage problems. These three categories are also the three basic issues in a computer architecture. The computational grid is equivalent to a processing unit, the sensors and actuators are equivalent to input/output-devices and the data grid is equivalent to storage. Any possible grid solution is therefore a resource sharing solution providing
distribution transparency across organisational boundaries. Since the grid is in this sense a globally distributed operating system merging heterogeneous resources into a global representative – namely the grid — every other existing solution for related problems evolved into grid solutions (e.g. CFD-Framework [AAF+01], distributed operating system [GBL04], component framework [GKC+an], batch system Condor-G [TTL02]).

The grid community is currently in a consolidation phase [BKS05], ideas have been developed and need to be applied to user friendly, stable frameworks for special purposes. One of those consolidation projects is the European EGEE initiative\(^1\) in its glite middle-ware. Glite aims to be a usable grid implementation, but with its current state lacks portability, since it is only available for an already obsolete Linux distribution. Other frameworks like the open grid service infrastructure (OGSI) based on the open grid service architecture (OGSA), which is the basis of GLOBUS, have—like the European UNICORE project—a more conceptual nature.

7.2 Basic Concepts and Technologies

A complex distributed infrastructure like the computational grid needs a lot of technology to provide a transparent, self-determined, user friendly and secure environment. Contributors have to be able to provide and restrict access to their own resources. The concept of virtual organisations in a grid allows this [MSZ06]. A user or institution can be a member of a virtual organisation and user/group mechanisms like in all modern operating-systems are provided. Authentication and authorisation are essential concepts in every multi-user operating-system. The difference between the user-management in an ordinary operating system and in virtual organisations is the distributed character making it essential to use cryptographic methods.

7.2.1 Virtual Organisations

A virtual organisation is the basic entity for managing authentication and authorisation in a grid infrastructure. One virtual organisation can have several members and resources. With their help, the authentication for services or resources can be delegated to other authorised virtual organisations.

7.2.2 Public Key Infrastructure

Public-key-cryptography considers asymmetric cryptographic methods. Asymmetric means in this context, that two different keys are used for encryption and decryption. If the key-space is big enough, it is quasi impossible to decrypt a message if the decryption-key is not available. For using a public-key method an asymmetric pair of keys must be generated, one private key and one public key. The private key is the secret which a user has to protect. The public key can be freely distributed and used for encrypting massages which are addressed to the user who knows the private key. The private key owner is the only one who is able to decrypt the message [Wät04] again. These asymmetric methods can be used not only for implementing a secure channel between two peers, but also for authentication. If Alice\(^2\) wants to proof that she is Alice, she can ask Bob to give her something she can encrypt with her private key. If Bob can decrypt the message again with her public key, he can be sure to communicate with Alice. By having a public key of another person one can write him confidentially and authenticate him as the right person. The following paragraphs basically is a summary of [BP01].

7.2.2.1 RSA and Public Key Exchange

Basic problems are solved since the publication of the RSA algorithm in 1977. Problems concerning key exchange and an infrastructure for distributing and verifying public keys are called Public-Key Infrastructures (PKI). The

---

\(^1\)See http://public.eu-egee.org/

\(^2\)Alice and Bob are the most famous cryptographic persons. Alice is the long form of the letter A, and Bob is the long form of the letter B. If A sends a message to B a cryptographer would always write Alice sends a message to Bob.
most persuasive implementation of a PKI is based on the X.509-Standard for public key certificates.

7.2.2.2 Hash Functions

Another important cryptographic technique are hash functions, which are surjective functions to map data to a so-called hash value. A hash function should be (strongly) none-colliding; two different input values should quasi always have a different hash value. The target set of a hash function generally has fewer elements than the source set, this means that collisions are generally possible, but the probability for collisions should be at minimum for strongly collision free hash functions.

Hash functions can be used to verify if data has been changed between two checks function evaluations.

7.2.2.3 Signature Algorithm

A digital signature algorithm is a combination of a hash function and a public key algorithm. If Alice wants to sign a text she generates a hash value of the text and then encrypts this value with her private key. This encrypted hash value is Alices’ signature for the text. If the text is changed the hash value of the text will change and the signature will lose its value. If Alice sends the text with the signature to Bob, then Bob can verify her signature by decrypting it, generating the hash value again and comparing the two values. Therefore it is important for Bob to know the hash function which Alice used for her signature.

7.2.2.4 X.509 Certificates

A X.509 certificate contains a number of additional information compared to plain public keys. In the current version (v3) of the X.509 standard it contains:

- **Algorithm identifier** Identification of the used signature algorithm.
- **issuer** Information to identify a certification authority. (CA)
- **validity** Information about the time of validity of the certificate.
- **subject** Information to identify distinguished the certified end user.
- **Subject Public Key Info** Identification of the public key algorithm and the users public key.
- **Issuer Unique Identifier (Optional)** The use of this field is not recommended (RFC2459).
- **Subject Unique Identifier (Optional)** Used in conjunction with X.500 directory service.
- **Extensions (Optional)** Used for extensions.
- **Certificate Signature** Contains the signature of the CA.

A X.509 certificate allows therefore an authentic public key exchange. A PKI needs a certificate directory where users can query and download certificates. In most open implementations the X.500 directory service is used for this job. The directory can be accessed by lightweight directory access protocol (LDAP).

7.2.2.5 Revocation of Valid Certificates

For implementing the possibility to revoke a valid certificate, a PKI can implement a certificate revocation list (CRL). Newer implementations of the CRL implement an on-line certificate status protocol (OCSP). This provides a service to verify the validity of a certificate just in time of transaction.
7.2.6 Trust Models

Trust models describe the relation between end user, trusting parties and CA. Most commonly used models are certificate hierarchies and cross certificate; both models can also be mixed.

7.2.2.6.1 Certificate Hierarchies
Certificate hierarchies are build, when a CA delegates its rights downwards to a hierarchically lower institution. In a company every department may have its own CA and a CA hierarchy may be equivalent to the companies internal structure. The advantage of this model is that a department does not need to trust any other department automatically, but every instance has to trust the highest CA in the hierarchy which is therefore also called the root-CA.

7.2.2.6.2 Cross Certificate
So called cross certificates are the solution to make (bi-)direct links of trust between two independent CAs. This technique can also be used in combination with the hierarchical model.

7.2.3 Trusted Authority and Rights Delegation – the GLOBUS Security Infrastructure

The GLOBUS security infrastructure (GSI) is a good example for a grid security infrastructure. It aims at interoperability of heterogeneous sites and ease of use. The article [KTB05] gives an overview over the model, points out problems, and presents the GSI solution. The GSI is based on the previously described X.509 standard and implements right delegation, dynamic Virtual Organisation conglomeration and single-sign-on for the user. These three aspects, together with the inhomogeneity of the VOs infrastructure, form the basic problem of grid interoperability and VO formation. The interoperability problem for inhomogeneous sites using different grid frameworks can only be overcome by providing a common standard and derived interoperability gateways. Open standards as the X.509 are the best choice for an interoperability framework. The standard is also used in already established security frameworks like Kerberos [SNS88, J.K93].

With the existing definitions of grid framework, following types of operations are assumed to be supported by GLOBUS security model [KTB05]:

- Allocation of a resource by a user
- Allocation of a resource by a process as proxy for the user
- Communication between processes in different trust domains

7.2.3.1 Single Sign On and Right Delegation to Processes – User Proxy

A user is always a member of a specific domain, or VO. On machines belonging to the users domain the user can log-in and generate a proxy process which represents his identity through holding the users credential. The generated proxy can then use the users credential for utilising dynamically allocated resources and to create other processes [KTB05]. For implementing a proxy timeout GLOBUS generates a new credential for every proxy which is only valid before the given timeout. This temporary credential is signed by the users valid credential (users’ private key) and is therefore also valid.

A resource proxy on the server site can evaluate the given user proxy credential and can decide if access to the given resource is to be granted.

7.2.4 Grid Framework

A grid framework like GLOBUS does not only deal with security issues and solutions, though security is an important aspect of the grid. By presenting an overview over the security architecture of the most common grid-framework GLOBUS, which is the basis for most other grid projects a central aspect of grid computing is already
discussed. A security architecture or framework builds the foundation of every grid framework. All other services can be build upon the security framework. At this point we will go on discussing the OGSA in more detail.

7.2.4.1 Open Grid Service Architectures

Interoperability does not only depend on security and trust but has a lot of technical issues. The first GLOBUS implementations were based on standard internet socket programming. Sockets guarantee interoperability only on the three lowest layers of the protocol stack, meaning that they allow to establish a reliable logical inter-process communication (IPC) channel, but solutions on higher layers are out of the scope of the mechanisms.

7.2.4.1.1 Web Services and the Pre-WS GTK

Encoding of complex data-types and all related problems like e.g. encoding scheme encoding (XML-Schema, Document Type Definition (DTD)) can be done with the Extensible Markup Language (XML), which is an open standard of the world wide web consortium (W3C) [EF03]. State of the art middleware which aims at interoperability in inhomogeneous environments takes this into account and uses XML as basic technology. The W3C also defines a standard for a XML based middleware which is named Web Service (WS) standard [EF03]. The GLOBUS implementation changed over the time from the now called pre-Web Services or pre-WS (Versions 1 and 2) to a new Web Services based implementation of the framework (Version 3). The pre-WS variant of the GLOBUS tool kit (GTK) is now considered as obsolete. GLOBUS is only one of a few grid implementations, but WS does lead to interoperable software [EF03], which is primary goal of the grid.

7.2.4.1.2 SOA, Scientific Computing and the Grid

The architecture which results if WS infrastructure is used, is broadly called Service Oriented Architecture (SOA). A SOA provides loosely coupled services. These services are often implemented using WS. Therefore SOA and WS are strongly related in the literature. SOA is currently often presented as the holy grail of application integration; this makes SOA called a "management buzzword". SOA does not guarantee any success in software development (see Bernd Oestereichs chapter 39 in [ST07] “Mythos und Wahrheit von SOA”). SOA is a hype-word which stands for nothing more than an interoperability framework for stateless software components, where the statelessness guarantees that any two clients do not interfere using a component. In this sense SOA is also strongly related to component based software development which also targets loosely coupling.

7.2.4.1.3 SOA as General Solution for Middleware?

The question is: “Why are SOA and a WS framework not the general solution for future computational environments? Why inventing the wheel again and again?”. The answer to this question is rather simple; SOA guarantees interoperability. This goal is achieved by the cost of coding overhead; XML and the WS-protocol use a tag based gossipy ASCII encoding standard, and the WS-communication protocol is based on the Internet Protocol (IP) especially on the Transmission Control Protocol (TCP), which is not a high performance protocol. The result is that SOA is a good choice for interoperability but not for scientific components. Some enthusiastic component framework developers already ignored these facts and implemented an instance of the Common Component Architecture which is based on OGSA and therefore WS [Sria, KG04, Srib].

7.2.5 Grid Services – The Backbone of a Grid Implementation

As we have seen a grid service is not a scientific software component. The grid implements the idea of a “globally distributed operating system” and a grid service is therefore comparable to a system call in classical operating

\[ \text{code-efficiency} = \frac{\text{LOC}}{\text{LOC} + \text{overhead}} \]

As a result a simple code example (a Centigrade to Fahrenheit converter) with only one line of logic-code needed 241 overhead lines of code (LOC) resulting in a horrible code-efficiency of \( \frac{241}{242} = 0.41\% \). A intuitive compilation and deployment of this code was impossible to the author. A question for a statement or help was answered with the comment that the project manager migrated to another university. Mails to his new university were completely ignored. The grid community has problems concerning code reuse itself [GCGS] which makes this approach even more confusing.
systems. With this analogy it is easy to understand that it is important for grid services to be interoperable (so the WS implementation is a step forward) but it does not aim to be a solution for a scientific middleware.

The next sections give a brief overview on available and important grid services.

### 7.2.5.1 Resource Management

Resource management for meta-computers deal with the problem of discovering and allocating computational resources, with authentication, process creation, and other activities to prepare a resource for use. A meta-computing environment introduces five challenging resource management problems: site autonomy, heterogeneous substrate, policy extensibility, co-allocation, and on-line control. The paper [CFK+98] proposes a solution for all these problems at once. The GLOBUS Resource Allocation Manager (GRAM) has evolved to be the most commonly used solution\(^4\).

Two issues that GRAM does not address, is advanced reservation and heterogeneous resource types. The absence of advanced reservation means that GRAM cannot ensure that a resource provides a certain QoS. This drastically restricts the applicability of co-allocation on multiple sites. Specialised resources such as super-computers and high-bandwidth virtual channels are typically in high demand; reservation is of high importance. The lack of support for network, disk, and other resource types makes it impossible to provide end-to-end QoS guarantees if an application involves more than just closed computations. The article [FKL+99] presents an architectural approach to overcome these problems.

### 7.2.5.2 Data Management

File-transfer and therefore the integration of storage systems is an important issue for any computational environment. Grid-FTP, see [http://www.globus.org/toolkit/docs/4.0](http://www.globus.org/toolkit/docs/4.0).

### 7.2.5.3 Information Services

Information services give all grid components a common meta data basis. The MDS is a LDAP like directory service for the grid [CFFK01].

\(^4\) Though inter site-communication and firewall problems are ignored; two components co-allocated on two different clusters cannot in general communicate directly.
Chapter 8

Motivation

Software components and parallel computing are topics of the previous parts of this article. But as mentioned before: scientific computing is an intrinsically interdisciplinary field and purely software-oriented research can hardly be applied directly in development of scientific software. This is the reason why scientific contribution in this field can hardly be made with purely software-oriented research. Dissertations as [Ber00] and research-projects as the CTL [Nie07a] show, that it is possible to contribute by inventing reusable generic architectures and tools for special applications, which can be reused by domain-experts. Such abstract frameworks – like modern template libraries in general [CE00] – encapsulate knowledge about a problem-domain in a reusable way. For a contribution like this, an domain of knowledge has to be analysed and engineered [CE00].

A very interesting field for software reuse is partitioned analysis. Partitioned analysis aims at reuse of available simulation software for coupled simulation of physically coupled phenomena. Vision is a generative component architecture for coupled analysis with following properties:

- **performance** assumed to be a critical goal
  - Configuring certain algorithm-features at compile-time
  - Complete communication should be implemented using high performance MPI communication layer

- **flexibility** Configuring certain algorithm-features at runtime using CTL mechanisms

- **extensibility** To be reusable, extensibility has to be featured
  - Component encapsulation must not be injured
  - Interfaces have to be standardised and extensible at the same time

- **documentation** variation points have to be documented

- **easy to use** the interface to the library has to be simple enough

The rest of this part will be an overview of coupling algorithms for partitioned analysis. It has to be refined in future work to become a domain analysis proposed in [CE00].
Chapter 9

Terminology

The articles [HDGB99, FPF99] give an overview about basic terms in the terminology of coupled field problems. Terminology is very sensitive to changes, therefore statements are carefully adapted or completely taken without change. The most relevant terms for this part will be reviewed as follows:

field problem  Subsystems are called physical fields when their mathematical model is described by field equations. Examples are mechanical and non-mechanical objects treated by continuum theories: solids, fluids, heat, electromagnetics [FPF99].

artificial subsystems  Sometimes artificial subsystems are incorporated for computational convenience. Two examples: dynamic fluid meshes to effect volume mapping of Lagrangian to Eulerian descriptions in interaction of structures with fluid flow, and fictitious interface fields, often called “frames”, that facilitate information transfer between two subsystems [FPF99].

coupled system  A coupled system or formulation is defined on multiple domains, possibly coinciding, involving dependent variables that cannot be eliminated on equation level [HDGB99]. It is a system in which physically or computationally heterogeneous mechanical components interact dynamically. The interaction is multiway in the sense that response has to be obtained by solving simultaneously the coupled system of equations. “Heterogeneity” is used in the sense that a partition benefits from custom treatment [FPF99].

strong/weak physical interaction  Very often a coupled system is called either weak or strong coupled. In a physical sense, strong coupling is present in coupled processes that can not be treated separately; i.e. strongly coupled processes interact mutually. Weak coupling is present in coupled processes that are separable [HDGB99], the interaction can be considered (approximately) as one-way.

A wind-turbine/aircraft/building interacts with fast moving air in its surrounding. The strong physical coupling appears in excited vibration and exerted forces in the structure induced by flow of gas in its surrounding. It appears in the gas in acoustic waves (sound), a transition from laminar to turbulent flow and other phenomena. A weak physical coupling can be observed if the interaction of two phenomena is strong only in one-direction and negligible in the other direction.

There is an obvious problem; if coupled problems are studied, it is often not very good known how strong, respectively weak they are physically coupled; this is an answer expected from the simulation of the overall problem. If material properties describing parameters are non-linearly depending on the field quantities, the coupling (strong/weak) can change with varying field quantities and the field quantities result from the analysis. Therefore,
the definition of strong/weak coupling should be chosen with respect to the numerical aspects instead to their physical nature [HDGB99].

Choosing for numerical aspects, it is possible to have a combined strong/weak coupling of field problems. This means that the strategy of coupling can vary during the solution process [HDGB99].

**Numerical Strong Coupling** Numerical strong coupling is a full coupling of the model equations on algebraic level. The equations of all involved and modeled effects are solved simultaneously with respect to full mutual interaction. That implies, that coupling terms are introduced as algebraic constraints. [HDGB99].

**Numerical Weak Coupling** Numerical weak coupling means that considered field partitions are solved successively. Coupling is introduced by solving for the state of a partition isolated from dependent partitions and transferring field properties to dependent fields which are then solved dependently [HDGB99].

**Monolithic Approach** In the so-called monolithic approach to coupled simulation a new software (or solution method) is developed for each coupling [MNS06]; i.e. the resulting monolithic software system solves a unique coupled problem.

**Partitioned Approach** In the so-called partitioned approach to coupled simulation a (strong or weak) coupling method is used for introducing the coupling of a set of partitions. It is possible to reuse available software and optimised methods for the partitions.

**n-Field Decomposition** A coupled system is characterised as multi-field problem (i.e. two-field, three-field, etc.) according to the number of different fields that appear in the first-level decomposition [FPF99]. This fields can be artificial subsystems like interface frames or models of physical fields.

### 9.1 Routines of Partitioned Analysis

Felippa et al. [FPF99] give an overview of some standard routines which are frequently used in partitioned analysis:

**Prediction** a predictor is used to guess the next state (or the next interface state) of an adjacent system partition

**Data Exchange** transferring state information from one partition to another

**Interfield Iteration** iteratively solve coupled partitions until a stationary state is reached

**Full step correction** transferring state-information from an evolved partition to a non-evolved partition

**Lockstep advancing** evolving the state of partitions independently (no coupling)

**Midpoint correction** evolving partitions in different time-scales and transferring state-information from an evolved partition state back to a less evolved partition

**Subcycling** evolving a partition on finer time-scale than the other

**Translation** convert quantities of a partition to related quantities of another partition
9.2 Coupled Simulation

In the modelling of physical systems conservation laws like *conservation of energy*, *mass*, *angular momentum*, *electric charge* or *probability* play an important role. Closed natural systems satisfy these laws naturally, whereas they have to be modeled explicitly in a computer simulation to capture a real world behaviour. Coupled systems have common quantities on which conservation has to be adequately handled (e.g. transfer or reflection). This kind of conservative transfer is the main effort of coupled simulation. Coupled analysis has many routines in common with contact mechanics and domain decomposition, the main differences are in the aim of the methods. These aims have some implications on the applicability of a method in a domain.

**Contact Mechanics** aims at the simulation of areas under contact or impact (contact with positive approximation velocity)
- relevant goals
  - modelling realistic physical behaviour [Wri02]
  - consistent results [Wri02]
- dispensable goals
  - computational efficiency

**Coupled Analysis** aims at the simulation of long term coupled evolution processes on independently handled spatial domains
- relevant goals
  - reuse of available efficient simulation components [FPF99, MNS06]
  - consistent results [FPF99, MNS06]
- dispensable goals
  - fast convergence properties
  - computational efficiency
  - minimising of partition communication

**Domain Decomposition** aims at the spatial structure decomposition for parallel computing or multigrid methods
- relevant goals
  - computational efficiency [SBG96]
  - same results as the original non-decomposed system [SBG96]
  - minimising of partition communication
  - fast convergence properties [SBG96]
- dispensable goals
  - reuse of available efficient simulation components

Methods and algorithms for one of the listed domains get frequently modified to also fulfil the requirements of other fields. A common proceeding in all three domains is the *method of Lagrange multipliers*, which generally aims at non-linear constrained optimisation. Another routine, the *penalty method*, introduces stiff coupling springs on the contact area and therefore introduces non-physical penetration [Wri02].

---

1 The stiff springs also change the condition of the resulting system which is one of the major disadvantage of this Method [Wri02]
Figure 9.1: The picture gives an overview of known approaches for the coupling of partitions with non-matched meshes. The differential approaches are based on interpolation, while algebraic methods are based on a finite element ansatz for the energy on the interface; i.e. the total energy in the system (including the energy on the interface) is to be minimised.
Chapter 10

Partitioned Analysis

Complex systems always need to be decomposed and classified in order to be understandable, they are amenable to many kinds of decomposition according to specific analysis or design goals. Partitioned simulations evolve the state of a partition under specified conditions viewed as external to the partition.

The term partitioned analysis is used in the literature as synonym for the methods behind the partitioned approach to coupled simulation systems. The term partitioned approach describes the category of coupling algorithms, which are made for the subsequent coupling of monolithic simulators, which are not designed to be coupled. These monolithic simulators do not implement necessary features, which are required to make the solver out of the box combinable with other simulators.

Felippa et al. [FPF99] introduce a hierarchy of partitioning approaches as follows: The term partitioning identifies the process of spatial separation of a discrete model into interacting components called partitions. The decomposition may be driven by physical, functional, or computational considerations. Substructures can be further decomposed into submeshes or subdomains to accommodate parallel computing requirements. Subdomains are composed of individual elements. This kind of multilevel partition hierarchy: coupled system $\supset$ structure $\supset$ substructure $\supset$ subdomain $\supset$ element, is part of current modelling and solution proceeding.

Non-matched interface meshes are not a special case, but are the general and standard case in multi-physic and multi-scale simulation. Two major approaches for this problem exist, which have to be examined here. Partitioning may be algebraic or differential. Differential partitioning methods aim at minimising the difference between the shared variables, and the shared variables are redundantly defined local in both partitions. To introduce a common state, the shared state-variables have to be transferred to the according adjacent partition at least one-time (staggered method) or until convergence is achieved (iterative method). In the process of partition-communication (state transfer) on non-matched meshes remote data generally has to be projected onto the local interface nodes. This can be done in two ways; the most convenient one is to evaluate the remote ansatz at the local nodes. If this is not implemented in the given remote solver then the values have to be interpolated extrinsically through an appropriate interpolation. Algebraic partitioning aims at coupling the given partitions through algebraic constrains. These constrains need to be minimised. This minimisation process can be introduced through Lagrange multiplier fields or penalty factors. Lagrange multipliers are better applicable than penalty factors since they do not introduce non-physical behaviour as large penalty factors do.
Figure 10.1: The picture gives an overview of known coupling methods. Only coupling methods for non-matching interfaces are relevant for partitioned analysis. Differential approaches (in the left sub-tree) also lead to strongly coupled systems, but not necessarily \[MNS06\]. Here the common interface state evolves iteratively through mutual interface state transfers and repeated partition evaluations. The path marked in yellow is the one which is chosen for consolidation here. In algebraic methods, the state of the partitioned system evolves strongly coupled. The system state transition is modelled by a global system of equations which is then solved by iterative methods which allows the reuse of solvers for system partitions.
Chapter 11

Lagrange Multiplier Methods

In contact problem formulations there is the general choice between different methods for the treatment of contact problems, including the Lagrange multiplier or the penalty formulation. Both formulations are formulated in strong form meaning on the algebraic equation-level.

The common goal of these approaches is to minimise the deviations between values, which are adjacent across the coupling interface on a coupled boundary. The Lagrange multiplier method introduces additional variables in the system, but does fulfil the constraint equation correctly. The penalty formulation in contrast leads to observable non-physical penetration but does not need additional variables [Wri02]. Non-physical treatment is unacceptable for coupled analysis, where results have to be equal to the results of a monolithic solver — meaning where strong coupling is the goal to be achieved. The penalty method is therefore not applicable in partitioned analysis.

The Lagrange-based approaches can be divided into two categories; one of both categories contains formulations leading to semi-partitioned solvers (see section 11.2) and the other one leads to a partitioned approach (see section 11.3) — namely an approach for the coupling of multiple independently developed solvers. Both Lagrange-based approaches have different properties which are to be listed and analysed; for example the number of introduced unknowns.

11.1 Derivation of Coupling with Lagrangian Multiplier

This Section introduces examples for the different application of Lagrange multipliers in the coupling of partitioned systems. The first simple example couples two independently modeled spring-mass systems with both a localised and a global multiplier. The second part summarises results for non-matching meshes.

11.1.1 Simple Example

Consider the simple one-dimensional mass-spring systems $S_1$ and $S_2$ in figure 11.1. The system coupling in this example will be considered in three ways; in this section we derive a monolithic solver, a global Lagrange solver and a localised Lagrange solver for the given system. Let us start with the simplest in this scenario — the monolithic solver.
**Figure 11.1:** The picture shows a simple partitioned system which is to be coupled.

### Monolithic Solver

The system is coupled at the join point $L$; the coupled system can be reduced to a monolithic system by joining the masses $m_2$ and $m_3$ to a virtual mass $m_{2,3} = m_2 + m_3$ and writing down the energy equilibrium equation.

\[
\frac{1}{2} \left[ k_1 u_1^2 + k_2 (u_{2,3} - u_1)^2 + k_3 (u_4 - u_{2,3})^2 + k_4 u_3^2 \right] - f_1 u_1 - f_{2,3} u_{2,3} - f_4 u_4 = \Pi(u_1, u_{2,3}, u_4). \tag{11.1}
\]

We are searching for the stationary solution which can be found by solving for the root of the first derivative. Writing down the variations with respect to the unknowns $u_1, u_{2,3}, u_4$ yields

\[
\begin{align*}
\frac{\delta \Pi}{\delta u_1} &= (k_1 + k_2)u_1 - k_2 u_{2,3} - f_1 = 0 \\
\frac{\delta \Pi}{\delta u_{2,3}} &= -k_3 u_1 + (k_2 + k_3) u_{2,3} - k_3 u_4 - f_{2,3} = 0 \\
\frac{\delta \Pi}{\delta u_4} &= (k_3 + k_4) u_4 - k_3 u_{2,3} - f_4 = 0.
\end{align*}
\]

This systems can be represented in matrix-form as

\[
\begin{pmatrix}
(k_1 + k_2) & -k_2 & 0 & 0 \\
-k_2 & (k_2 + k_3) & -k_3 & 0 \\
0 & -k_3 & (k_3 + k_4) & 0
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_{2,3} \\
u_4
\end{pmatrix} = \begin{pmatrix}f_1 \\
f_{2,3} \\
f_4
\end{pmatrix}.
\]

In this linear system of equations $Au = f$ the vector $u$ is the unknown vector of displacements under external forces $f$, which depend on the mass vector $m = (m_1, m_{2,3}, m_4)^T$ and may be chosen by introducing gravity\(^1\) $f = 9.81 \cdot m$. The solution must be interpreted to become the same as the coupled solutions in which the masses $m_2$ and $m_3$ do not need to be joined, but the resulting displacements $u_2$ and $u_3$ are the same. The solution of the monolithic solver is therefore the vector $u = (u_1, u_{2,3}, u_{2,3}, u_4)^T$.

### Global Lagrange Solver

Another way to couple the two independent systems $S_1$ and $S_2$ in figure 11.1 is to introduce an algebraic coupling constraint into the energy equilibrium equation 11.1; here both displacements $u_2$ and $u_3$ of the masses $m_2$ and $m_3$ should be the same in the final solution. The system $S_1$ is modelled independently in equation 11.2.

\[
\frac{1}{2} \left[ k_1 u_1^2 + k_2 (u_2 - u_1)^2 \right] - f_1 u_1 - f_2 u_2 = \Pi_1(u_1, u_2). \tag{11.2}
\]

\(^1\)in $x$ direction of figure 11.1
11.1. DERIVATION OF COUPLING WITH LAGRANGIAN MULTIPLIER

This models a system with two masses and two springs. Again we are searching for the stationary solution which can be found by solving for the root of the first derivative. Writing down the variations with respect to the unknowns \( u_1, u_2 \) yields

\[
\frac{\delta \Pi}{\delta u_1} = (k_1 + k_2)u_1 - k_2u_2 - f_1 = 0
\]

\[
\frac{\delta \Pi}{\delta u_2} = -k_2u_1 + k_2u_2 - f_2 = 0
\]

Which again can be written in matrix-form:

\[
\begin{pmatrix}
(k_1 + k_2) & -k_2 \\
-k_2 & k_2
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
=
\begin{pmatrix}f_1 \\
f_2
\end{pmatrix}.
\]

The system matrix for \( S_2 \) can be derived in the same way and yields:

\[
\begin{pmatrix}
k_3 & -k_3 \\
-k_3 & (k_4 + k_3)
\end{pmatrix}
\begin{pmatrix}
u_3 \\
u_4
\end{pmatrix}
=
\begin{pmatrix}f_3 \\
f_4
\end{pmatrix}.
\]

The coupling constraint can now be introduced by defining \( u_3 = u_2 \) meaning the displacements of the two masses are now forced to be the same. This constraint can be formulated by introducing a Lagrange multiplier and rewriting the constrain as \( \lambda (u_2 - u_3) = 0 \). This term will additionally be introduced into the energy equilibrium function \( \Pi_1(u_1, u_2) + \Pi_2(u_3, u_4) + \lambda (u_2 - u_3) = \Pi_{Gto} \) and yields the coupled system:

\[
\begin{pmatrix}
(k_1 + k_2) & -k_2 & 0 & 0 & 0 & 0 \\
-k_2 & k_2 & 0 & 0 & 1 & 0 \\
0 & 0 & k_3 & -k_3 & -1 & 0 \\
0 & 0 & -k_3 & (k_4 + k_3) & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
\lambda
\end{pmatrix}
=
\begin{pmatrix}f_1 \\
f_2 \\
f_3 \\
f_4 \\
0
\end{pmatrix}.
\]

Observation: The matrix has the following general block-structure:

\[
\begin{pmatrix}
A_1 & 0 & B_1 \\
0 & A_2 & -B_2 \\
B_1^T & -B_2^T & 0
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\lambda
\end{pmatrix}
=
\begin{pmatrix}f_1 \\
f_2 \\
f_4 \\
0
\end{pmatrix}.
\]

Where \( A_1 \) is the system matrix of system \( S_1 \), \( A_2 \) is the system matrix of system \( S_2 \), \( B_1 \) and \( B_2 \) are the discretised coupling term. The solution is exactly the same as the solution of the monolithic solver.

Localized Lagrange Solver

This section follows the description in [PFO04]. In localized Lagrange the system matrices \( A_1 \) and \( A_2 \) are the same as in the global Lagrange solution described in the last section. The difference is in the formulation of the coupling constraint, which is formulated with respect to an artificially introduced degree of freedom \( u_I \). Here the coupling constraint is formulated in two steps \( \lambda_1 (u_2 - u_I) = 0 \) and \( \lambda_2 (u_3 - u_I) = 0 \), which yields \( \Pi_1(u_1, u_2) + \Pi_2(u_3, u_4) + \lambda_1 (u_2 - u_I) + \lambda_2 (u_3 - u_I) = \Pi_{LLM} \) and results in the fairly big system of equations:

\[
\begin{pmatrix}
(k_1 + k_2) & -k_2 & 0 & 0 & 0 & 0 \\
-k_2 & k_2 & 0 & 0 & 1 & 0 \\
0 & 0 & k_3 & -k_3 & 1 & 0 \\
0 & 0 & -k_3 & (k_4 + k_3) & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & -1 & 0
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
\lambda_1 \\
\lambda_2 \\
\lambda_I
\end{pmatrix}
=
\begin{pmatrix}f_1 \\
f_2 \\
f_3 \\
f_4 \\
\lambda_1 \\
\lambda_2 \\
0
\end{pmatrix}.
\]
Observation: The matrix has the following general block-structure [PFO04]:

\[
\begin{pmatrix}
A_1 & 0 & B_1 & 0 & 0 \\
0 & A_2 & 0 & B_2 & 0 \\
B_1^T & 0 & 0 & 0 & -L_1 \\
0 & B_2^T & 0 & 0 & -L_2 \\
0 & 0 & -L_1^T & -L_2^T & 0
\end{pmatrix}
\begin{pmatrix}
u_{(1)} \\
u_{(2)} \\
\lambda_{(1)} \\
\lambda_{(2)} \\
u_I
\end{pmatrix}
= 
\begin{pmatrix}
f_{(1)} \\
f_{(2)} \\
0 \\
0 \\
0
\end{pmatrix}
\]

Where \(A_1\) is the system matrix of system \(S_1\), \(A_2\) is the system matrix of system \(S_2\), \(B_1, B_2, L_1, L_2\) are the discretised coupling terms. The solution is exactly the same as the solution of the monolithic solver.

**Comparing the Results**

The last section 11.1.1 executed the relevant methods on a very simple example. This simple example already yields some advantages and disadvantages of the given methods:

<table>
<thead>
<tr>
<th>Method</th>
<th>Monolithic</th>
<th>Global Lagrange</th>
<th>Localized Lagrange</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-intrusive</td>
<td>–</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>additional complexity</td>
<td>0</td>
<td>(n) DOFs on (\Gamma_I)</td>
<td>(3n) DOF on (\Gamma_I)</td>
</tr>
<tr>
<td>modelling complexity</td>
<td>high</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>reuse of partitions</td>
<td>–</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

As the table shows both global and localised Lagrange multipliers are non-intrusive in this example, this results to be the case also in the general case, which will be demonstrated later. One can furthermore see from the example, that the solvers for the subsystems \(S_1\) and \(S_2\) namely \(A_1^{-1}\) and \(A_2^{-1}\), respectively can for example be used as black-box preconditioners for an iterative Krylov-space solver. The example hides the software technical advantages of the localised Lagrange method, which is its openness, since it is possible to couple more than two partitions like in figure 11.2 without changing a single solver.

![Figure 11.2: The picture shows a situation in which three partitions are to be coupled. This situation can be handled with localized Lagrange without changes in the solvers of the given partitions.](image-url)
11.1. DERIVATION OF COUPLING WITH LAGRANGIAN MULTIPLIER

11.1.2 Coupling of Complex Partitioned Systems

Consider the partitioned domain in figure 11.3 with \( \Omega = \Omega_1 \cup \Omega_2 \) and \( \delta\Omega = \delta\Omega_1 \cap \delta\Omega_2 \). For the composed system shown the model may be stated as [PFO04]:

\[
\delta \Pi (u_g) = \delta u_g^T (A_g(u_g) - f_g)
\]

Where \( A_g \) is the global assembled discrete model, \( u_g \) is the global vector of unknowns, \( f_g \) is the external generalised force acting on the assembled system. The coupled system can now be considered to be composed of independent fields connected through interface constrains. The common partition boundary \( \delta\Omega \) can be treated by the methods of Lagrange multipliers demonstrated in the last sections 11.1.1. The nodes of \( \delta\Omega \) are redundantly introduced in both fields \( \Omega_1 \) and \( \Omega_2 \) and therefore vectors \( u_{\delta\Omega}^{\Omega_2} \) and \( u_{\delta\Omega}^{\Omega_1} \) are defined in both partitions, whereas the two common boundary displacements should be approximately the same in a solution. In the following sub-sections the solution approaches will be reviewed summarising the work of K.C. Park et al. [PFO04, PF00, FP99, PFR01, PFG00, PFR02, GP00].

Figure 11.3: An example partitioned domain.

11.1.2.1 Global Lagrange Approach

As demonstrated with the simple examples in section 11.1.1, the coupling constraint can be expressed as:

\[
u_{\delta\Omega}^{\Omega_2} - u_{\delta\Omega}^{\Omega_1} = 0
\]

or more generally with an arbitrary coupling functional \( g \):

\[
g(u_{\delta\Omega}^{\Omega_2}, u_{\delta\Omega}^{\Omega_1}) = 0
\]
We will assume here as in [PFO04] that each of the subsystems and the interface constraints can be modeled as

\begin{align}
\text{Subsystem 1:} & \quad \delta \Pi_{(1)} = \delta u^T_{(1)} [A_{(1)}(u_{(1)}) - f_{(1)}] \\
\text{Subsystem 2:} & \quad \delta \Pi_{(2)} = \delta u^T_{(2)} [A_{(2)}(u_{(2)}) - f_{(2)}] \\
\text{Interface functional:} & \quad \pi_{global} = \left[ \lambda_{(12)} g(u_{\Omega_1 \setminus \Omega_2}, u_{\Omega_2 \setminus \Omega_1}) \right]
\end{align}

where \( A_{(1)} \) and \( A_{(2)} \) are the partition-level governing operators and \( u_{(1)} \) and \( u_{(2)} \) are the degrees of freedom of the two subsystems. The constrained degrees of freedom of the two partitions are part of the degrees of freedom \( u_{(1)} \) and \( u_{(2)} \). Therefore the constrained variables \( u_{\Omega_1 \setminus \Omega_2} \) and \( u_{\Omega_2 \setminus \Omega_1} \) can be expressed in terms of \( u_{(1)} \) and \( u_{(2)} \) as

\begin{align}
\begin{bmatrix}
u_{\Omega_1 \setminus \Omega_2} \\
\nu_{\Omega_2 \setminus \Omega_1}
\end{bmatrix} &= \begin{bmatrix} B_{(1)} & 0 \\
0 & B_{(2)}
\end{bmatrix} \begin{bmatrix} u_{(1)} \\
\lambda_{(12)}
\end{bmatrix}
\end{align}

where \( B_{(1)} \) and \( B_{(2)} \) are Boolean matrices that extract only the interface degrees of freedom at each subsystem interfaces.

The variational functional which models the total system can be written as:

\begin{align}
\delta \Pi_{\text{total}} &= \delta \Pi_{(1)} + \delta \Pi_{(2)} + \pi_{global} \\
&= \delta u^T_{(1)} [A_{(1)}(u_{(1)}) - f_{(1)}] + \delta u^T_{(2)} [A_{(2)}(u_{(2)}) - f_{(2)}] \\
&+ \left[ \lambda_{(12)} g(u_{\Omega_1 \setminus \Omega_2}, u_{\Omega_2 \setminus \Omega_1}) \right]
\end{align}

which by using \( B_{(1)} \) and \( B_{(2)} \) can be rewritten as:

\begin{align}
\delta \Pi_{\text{total}} &= \delta u^T_{(1)} [A_{(1)}(u_{(1)}) - f_{(1)}] + \delta u^T_{(2)} [A_{(2)}(u_{(2)}) - f_{(2)}] \\
&+ \left[ \lambda_{(12)} g(B_{(1)}u_{(1)}, B_{(2)}u_{(2)}) \right]
\end{align}

The stationary \( \delta \Pi_{\text{total}} = 0 \) of the variational expression (11.9) leads to the following partitioned system of equations:

\[
\begin{pmatrix}
A_{(1)} & 0 & B_{(1)} \\
0 & A_{(2)} & -B_{(2)} \\
B_{(1)}^T & -B_{(2)}^T & 0
\end{pmatrix}
\begin{bmatrix}
u_{(1)} \\
\nu_{(2)} \\
\lambda_{(12)}
\end{bmatrix} =
\begin{bmatrix}
f_{(1)} \\
f_{(2)} \\
0
\end{bmatrix}
\]

which results to be the same as (11.1.1) on page 61. It should be noted, that the Lagrange multiplier \( \lambda_{(12)} \) is a global variable.

### 11.1.2.2 Localized Lagrange Approach

In analogy to the simple one-dimensional examples in section 11.1.1 and the descriptions in the last section, we can formulate the localised approach respectively with the following modified constrains:

\begin{align}
\begin{bmatrix}
u_{\Omega_1 \setminus \Omega_2} \\
\nu_{\Omega_2 \setminus \Omega_1}
\end{bmatrix} &= 0 \\
\begin{bmatrix}
u_{\Omega_1 \setminus \Omega_2} \\
\nu_{\Omega_2 \setminus \Omega_1}
\end{bmatrix} &= 0
\end{align}

or again more generally with an arbitrary coupling functional \( g \):

\begin{align}
g(u_{\Omega_1 \setminus \Omega_2}, u_{(1)}) &= 0 \\
g(u_{\Omega_2 \setminus \Omega_1}, u_{(2)}) &= 0
\end{align}
We follow the description in [PFO04] assuming that each of the subsystems and the interface constrains can be modeled as follows:

\[
\begin{align*}
\text{Subsystem 1:} & \quad \delta \Pi_{(1)} = \delta u^T_{(1)} \left[ A_{(1)}(u_{(1)}) - f_{(1)} \right] \\
\text{Subsystem 2:} & \quad \delta \Pi_{(2)} = \delta u^T_{(2)} \left[ A_{(2)}(u_{(2)}) - f_{(2)} \right] \\
\text{Interface functional:} & \quad \pi_{\text{local}} = \left[ \lambda_{(1)} g_1(u_{\Omega_1}, u_I) \right] + \left[ \lambda_{(2)} g_2(u_{\Omega_2}, u_I) \right]
\end{align*}
\]

which by can be rewritten using again the Boolean filter matrices \( B^{(1)} \) and \( B^{(2)} \) as:

\[
\delta \Pi_{\text{total}} = \delta u^T_{(1)} \left[ A_{(1)}(u_{(1)}) - f_{(1)} \right] + \delta u^T_{(2)} \left[ A_{(2)}(u_{(2)}) - f_{(2)} \right] + \lambda_{(1)} g_1(B_{(1)} u_{(1)}, u_I) + \lambda_{(2)} g_2(B_{(2)} u_{(2)}, u_I)
\]

The stationary \( \delta \Pi_{\text{total}} = 0 \) of the variational expression (11.13) leads to the following partitioned system of equations:

\[
\begin{pmatrix}
A_1 & 0 & B_1 & 0 & 0 \\
0 & A_2 & 0 & B_2 & 0 \\
B_1^T & 0 & 0 & 0 & -L_1 \\
0 & B_2^T & 0 & 0 & -L_2 \\
0 & 0 & -L_1^T & -L_2^T & 0
\end{pmatrix}
\begin{pmatrix}
u_{(1)} \\
u_{(2)} \\
\lambda_{(1)} \\
\lambda_{(2)} \\
u_I
\end{pmatrix}
= \begin{pmatrix} f_{(1)} \\
f_{(2)} \\
0 \\
0 \\
0 \end{pmatrix}
\]

### 11.1.2.3 Non-matching Meshes

The general case in coupling of partitioned systems is a non-matching mesh on the interface boundary \( \partial \Omega \). In the Lagrangian approach this problem can be reduced to an integration over the interface:

\[
\pi_{\text{global}} = \int_{\partial \Omega} \left\{ g(u_{\Omega_1}(x), u_{\Omega_2}(x), u_I(x)) \right\} dx
\]

or in localized Lagrange respectively:

\[
\pi_{\text{local}} = \int_{\partial \Omega} \left\{ \left[ \lambda_{(1)}(x) g_1(u_{\Omega_1}(x), u_I(x)) \right] + \left[ \lambda_{(2)}(x) g_2(u_{\Omega_2}(x), u_I(x)) \right] \right\} dx.
\]

The localised Lagrange multiplier field \( (\lambda_{(1)}, \lambda_{(2)}) \) on both sides of the common artificial interface frame has important advantages over the global approach. While the global formulation enforced the coupling functional, \( (g) \), to be formulated with respect to both partitions at the same time, allows the localised formulation to formulate the coupling constrains \( (g_1, g_2) \) independently.

### 11.2 Semi-Partitioned Approach with Lagrange Multipliers

The popular and most confirmed approach to the problem of coupling of non-matching meshes is the Mortar Finite Element Method (MFEM) [Woh01]. This method was also applied to multi-physic applications in dozens of publications by Wohlmuth et al (e.g. [LW04]). The Book [Woh01] by Barbara Wohlmuth presents the mathematical foundation of the method. In some sense the method is a partitioned approach, since it provides the possibility to develop solvers, which can be coupled out of the box. The limit of this approach is the coupling of more than two phenomena like illustrated in figure 11.2 on page 62, which is the reason why we classify this approach as a semi-partitioned one.

The MFEM approach introduces a (global) field of Lagrange multipliers between two partitions and discretises the field with a finite element ansatz, which gets located in one of the both partitions — namely the mortar side [Woh01]. This approach introduces a non-symmetric situation in making one partition a master and the other...
partition a *slave*. A solver implementation would therefore implement the whole coupling constrains locally inside one partition. The assembly of the FEM system matrix on the mortar-side further needs to integrate a remote ansatz function from the non-mortar side.

### 11.3 Partitioned Approach with Lagrange Multipliers

Coupling approaches with their focus on reuse are staggered and iterative methods as well as the newer approach proposed by Felippa, Park, Farhat [PF00] called *Localized Lagrange Method*. Staggered and iterative methods were examined in many publications for example in [MNS06, Ste04]. The Localized Lagrange Method is an alternative to these approaches and is related to the mortar finite element method, since both minimise the energy on the interface using Lagrange multipliers.

The difference between the Mortar Element method *with global Lagrange multipliers* [PF00] and the localised method is the introduction of an artificial interface frame between the coupling partitions. The given algebraic interface constrains can now on both sides be formulated with respect to partition-independent degrees of freedom on the artificial interface frame. This approach introduces a symmetric situation in making both partitionens a slave of the artificial interface. It should be remarked that this method does not yield any advantages from the mathematical point of view since it can easily be reduced to the mortar approach as demonstrated in [PFO04], but additionally even introduces redundancy. From a software-architectural point of view this solution yields a better decoupling of solvers of coupling partitions [PFO04]. A solver implementation would therefore implement no coupling locally inside its partition as it is done in the MFEM. The assembly of the FEM system matrix in the partitions does not even depend on the ansatz-functions of the interface-frame, since the complete interpolation work can be done on the artificial boundary and then only needs to be transferred onto the boundary of the given partition.

The localised Lagrange approach introduces redundancy into the algebraic coupling constrains. The constrains get formulated with respect to a artificially introduced variable — the interface frame. This is done by introducing one degree of freedom for the displacement of the frame which in the solution has to be the same as the displacement of the mutual partitions. This redundancy causes the localised Lagrange method to introduce three times as many degrees of freedom as the mortar-method does. The new degrees of freedom on the interface-frame are the anchor point for mutual Lagrange-multiplier fields connecting the partitions which are to be coupled to a common variable — namely the interface-frame. This does not need to be a single partition, as it is in the MFEM approach, but arbitrary many partitions can be coupled through one interface frame.
<table>
<thead>
<tr>
<th><strong>Glossary</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Altivec</strong></td>
</tr>
<tr>
<td><strong>ALU</strong></td>
</tr>
<tr>
<td><strong>API</strong></td>
</tr>
<tr>
<td><strong>CA</strong></td>
</tr>
<tr>
<td><strong>CCA</strong></td>
</tr>
<tr>
<td><strong>CCM</strong></td>
</tr>
<tr>
<td><strong>CORBA</strong></td>
</tr>
<tr>
<td><strong>CRL</strong></td>
</tr>
<tr>
<td><strong>CTL</strong></td>
</tr>
<tr>
<td><strong>DSL</strong></td>
</tr>
<tr>
<td><strong>EPIC</strong></td>
</tr>
<tr>
<td><strong>FLOPS</strong></td>
</tr>
<tr>
<td><strong>FP</strong></td>
</tr>
<tr>
<td><strong>GenP</strong></td>
</tr>
<tr>
<td><strong>glite</strong></td>
</tr>
</tbody>
</table>
GLOBUS  The GLOBUS-Toolkit, currently at version 4, is an open source toolkit for building grids. It is provided by the GLOBUS Alliance. See [http://en.wikipedia.org/wiki/Globus_Toolkit](http://en.wikipedia.org/wiki/Globus_Toolkit), 39

GRAM  GLOBUS Resource Allocation Manager, 43

Grid  A Grid is the name for a globally distributed operating system environment. See Chapter 7., 39

GSI  GLOBUS Security Infrastructure, 42

GTK  GLOBUS Tool Kit, 43

GUI  Graphical User Interface, 7

HPC  High Performance Computing, 34

Hyper-Threading  Hyper-threading is a technology which provides certain processor resources twice, for accelerating the context switch in multithreaded applications. See [http://en.wikipedia.org/wiki/Hyperthreading](http://en.wikipedia.org/wiki/Hyperthreading), 36

IBM  International Business Machines, 13

IBM Power  POWER is a RISC instruction set architecture designed by IBM. The name is an acronym for Performance Optimisation With Enhanced RISC. See [http://en.wikipedia.org/wiki/IBM_Power](http://en.wikipedia.org/wiki/IBM_Power), 36

ILP  Instruction-Level Parallelism (ILP) is a measure of how many of the operations in a computer program can be performed simultaneously. See [http://en.wikipedia.org/wiki/Instruction_level_parallelism](http://en.wikipedia.org/wiki/Instruction_level_parallelism), 36

IP  Internet Protocol, 43

IPC  Inter-Process Communication is a set of techniques for the exchange of data among two or more threads in one or more processes. See [http://en.wikipedia.org/wiki/Inter-process_communication](http://en.wikipedia.org/wiki/Inter-process_communication), 37

LAM  Local Area Multi-computer, 38

LDAP  Lightweight Directory Access Protocol, 41

LOC  Lines of Code is a basic code metric [Tha00], 23

MCMD  Multiple Component Multiple Data:Parallel programming paradigm having multiple component implementations working on a parallel computer with multiple input data., 38

MIMD  Multiple Instruction Multiple Data in Flynn’s taxonomy [Fly72], 36

MISD  Multiple Instruction Single Data in Flynn’s taxonomy [Fly72], 36

MOSIX  MOSIX is a management system for Linux clusters and organisational grids that provides a single-system image. The further development of OpenMOSIX was cancelled on 1. March 2008, because new technologies like multi-core and virtualisation making the solution needless., 37

MP  Meta Programming, 21

MPI  Message Passing Interface is programming interface for distributed communication, used to program parallel computers. See [http://en.wikipedia.org/wiki/Message_Passing_Interface](http://en.wikipedia.org/wiki/Message_Passing_Interface), 37
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPMD</td>
<td>Multiple Process Multiple Data or Multiple Program Multiple Data, see SPMD, 38</td>
</tr>
<tr>
<td>MPP</td>
<td>Massively Parallel Processor, 34</td>
</tr>
<tr>
<td>Multi-Core</td>
<td>A multi-core CPU (or chip-level multiprocessor, CMP) combines two or more independent processing cores into a single processor package. See <a href="http://en.wikipedia.org/wiki/Multi-core">http://en.wikipedia.org/wiki/Multi-core</a>, 37</td>
</tr>
<tr>
<td>NUMA</td>
<td>Non-Uniform Memory Access or Non-Uniform Memory Architecture is a memory design used in multi-processor computers, where the memory access time depends on the location relative to a processor. See <a href="http://en.wikipedia.org/wiki/Non-Uniform_Memory_Access">http://en.wikipedia.org/wiki/Non-Uniform_Memory_Access</a>, 37</td>
</tr>
<tr>
<td>OCSP</td>
<td>On-line Certificate Status Protocol, 41</td>
</tr>
<tr>
<td>OGSI</td>
<td>Open Grid Services Infrastructure: It was published by the Global Grid Forum (GGF) as a proposed recommendation in June 2003. It was intended to provide an infrastructure layer for the Open Grid Services Architecture (OGSA), OGSI takes the statelessness issues (along with others) into account by essentially extending Web services to accommodate grid computing resources that are both transient and stateful. See <a href="http://en.wikipedia.org/wiki/Open_Grid_Services_Infrastructure">http://en.wikipedia.org/wiki/Open_Grid_Services_Infrastructure</a>, 39</td>
</tr>
<tr>
<td>OMG</td>
<td>Object Management Group: It is a consortium originally aimed at setting standards for distributed object-oriented systems, and is now focused on modelling (programs, systems and business processes) and model-based standards in some 20 vertical markets., 15</td>
</tr>
<tr>
<td>OOP</td>
<td>Object Oriented Programming, 15</td>
</tr>
<tr>
<td>Opteron</td>
<td>The AMD Opteron was the first of AMD’s eighth-generation x86 processors, and the first processor to implement the AMD64 (formerly x86-64) instruction set architecture. See <a href="http://en.wikipedia.org/wiki/Opteron">http://en.wikipedia.org/wiki/Opteron</a>, 36</td>
</tr>
<tr>
<td>Pipe</td>
<td>In Unix-like computer operating systems, a pipeline (Pipe) is the original software pipeline: a set of processes chained by their standard streams, so that the output of each process (stdout) feeds directly as input (stdin) of the next one. See <a href="http://en.wikipedia.org/wiki/Pipeline_%28Unix%29">http://en.wikipedia.org/wiki/Pipeline_%28Unix%29</a>, 37</td>
</tr>
<tr>
<td>PKI</td>
<td>Public Key Infrastructure, 40</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service, 44</td>
</tr>
<tr>
<td>RMI</td>
<td>Remote Method Invocation, 15</td>
</tr>
<tr>
<td>RSA</td>
<td>Rivest Shamir Adleman: The RSA algorithm was publicly described in 1977 by Ron Rivest, Adi Shamir and Leonard Adleman at MIT; the letters RSA are the initials of their surnames., 40</td>
</tr>
<tr>
<td>SCMD</td>
<td>Single Component Multiple Data: Parallel programming paradigm having a single component implementation working on a parallel computer with multiple input data., 38</td>
</tr>
<tr>
<td>Term</td>
<td>Explanation</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>SIMD</td>
<td>Single Instruction Multiple Data in Flynn’s taxonomy [Fly72], 36</td>
</tr>
<tr>
<td>SISD</td>
<td>Single Instruction Single Data in Flynn’s taxonomy [Fly72], 36</td>
</tr>
<tr>
<td>SMP</td>
<td>Symmetric Multi-Processor, 34</td>
</tr>
<tr>
<td>SOA</td>
<td>Service Oriented Architecture: There is no widely agreed definition of service-oriented architecture other than its literal translation that it is an architecture that relies on service-orientation as its fundamental design principle. Service-orientation describes an architecture that uses loosely coupled services to support the requirements of business processes and users. See <a href="http://en.wikipedia.org/wiki/Service-oriented_architecture">http://en.wikipedia.org/wiki/Service-oriented_architecture</a>, 43</td>
</tr>
<tr>
<td>socket</td>
<td>An Internet socket (short socket), is a communication end-point unique to a process on a machine communicating on an Internet Protocol-based network, such as the Internet. See <a href="http://en.wikipedia.org/wiki/Internet_socket">http://en.wikipedia.org/wiki/Internet_socket</a>, 42</td>
</tr>
<tr>
<td>SPMD</td>
<td>Single Process Multiple Data or Single Program Multiple Data is a technique employed to achieve parallelism; it is a subcategory of MIMD. Tasks are split up and run simultaneously on multiple processors with different input in order to obtain results faster. See <a href="http://en.wikipedia.org/wiki/SPMD">http://en.wikipedia.org/wiki/SPMD</a>, 38</td>
</tr>
<tr>
<td>SSE</td>
<td>Streaming SIMD Extensions, originally called a SIMD (Single Instruction, Multiple Data) instruction set designed by Intel and introduced in 1999 in their Pentium III series processors as a reply to AMD’s 3DNow (which had debuted a year earlier). See <a href="http://en.wikipedia.org/wiki/Streaming_SIMD_Extensions">http://en.wikipedia.org/wiki/Streaming_SIMD_Extensions</a>, 36</td>
</tr>
<tr>
<td>SSI</td>
<td>Single System Image provides a form of distributed computing in which by using a common interface, multiple networks, distributed databases or servers appear to the user as one system. See <a href="http://en.wikipedia.org/wiki/Single-system_image">http://en.wikipedia.org/wiki/Single-system_image</a>, 37</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol, 43</td>
</tr>
<tr>
<td>TOP500</td>
<td>List of the 500 fastest Supercomputers in the world. See <a href="http://www.top500.org">http://www.top500.org</a>, 34</td>
</tr>
<tr>
<td>UNICORE</td>
<td>UNICORE (UNiform Interface to COmputing REsources) is a Grid computing technology that provides seamless, secure, and intuitive access to distributed Grid resources such as supercomputers or cluster systems and information stored in databases. See <a href="http://en.wikipedia.org/wiki/UNICORE">http://en.wikipedia.org/wiki/UNICORE</a>, 39</td>
</tr>
<tr>
<td>VLIW</td>
<td>Very Long Instruction Word or VLIW refers to a CPU architecture designed to take advantage of instruction level parallelism (ILP). See <a href="http://en.wikipedia.org/wiki/Very_long_instruction_word">http://en.wikipedia.org/wiki/Very_long_instruction_word</a>, 36</td>
</tr>
<tr>
<td>VO</td>
<td>Virtual Organisation (VO): In grid computing, a VO is a group of individuals or institutions who share the computing resources of a grid for a common goal. See <a href="http://en.wikipedia.org/wiki/Virtual_organization">http://en.wikipedia.org/wiki/Virtual_organization</a>, 40</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium, 43</td>
</tr>
<tr>
<td>Web Service</td>
<td>The W3C defines a Web Service as a software system designed to support interoperable Machine to Machine interaction over a network. See <a href="http://en.wikipedia.org/wiki/WebServices">http://en.wikipedia.org/wiki/WebServices</a>, 43</td>
</tr>
<tr>
<td>X.509</td>
<td>Open standard for public key certificates., 40</td>
</tr>
<tr>
<td><strong>XEON</strong></td>
<td>The Xeon brand refers to Intel’s x86 multiprocessing CPUs targeted at server and workstation computers. See <a href="http://en.wikipedia.org/wiki/XEON">http://en.wikipedia.org/wiki/XEON</a>, 36</td>
</tr>
</tbody>
</table>
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